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ABSTRACT: In this paper we discusssomeworks carried out at ONERA (Office National d’Etudeset de
RederchesAémspatiales)in the distributed simulationfield. Particularly, we describethe designand imple-
mentationof a RTI called CERTI. Thesestudiesstartedin 1996 and we summarizetheir presentmain results:
an original architecture of the RTI prototype securityextensionsgvolutionto the version 1.3 of the HLA spec-
ificationsand releaseas free softwae. Ongoingworksconcernmainly performancesvaluationand prediction,
introductionof thedomainnotionfor large-scalesimulationsand significantapplicationsusingthis prototype

1 Intr oduction

ONERA is a Frenchgovernmentalaboratoryinvolved
in aeronauti@andspatialstudiesandresearchesThere-
fore we are sharingthe need,with a large community
for advancedsimulation architectures. Examplesof
simulation studiesare the designof new airports[1],

the evaluationof new embeddedystemsetc.

Consequentlywe have beenvery soon interestedin
the HLA project, a generic distributed architecture,
which allows distributed discrete-gent simulation
studies. This interestis at the origin of the ONERA
HLA initiative, thatwe proposeto suney in this paper

Themainobjectivesof ourinitiative arethefollowing:

e First of all, to get a betterunderstandingf the
HLA architecturdrom severalpointsof view. For
example whatkind of difficultieshave to be over
comein designingandimplementinghe RTI from
its specifications. Anotherimportantissueis to
evaluatethe underlying programmingmethodol-
ogy of HLA in orderto provide relevant support
for thepotentialusersinside ONERA.

paradigms.We could hereapply our skills in dis-
tributedsystemsandin computersecurity

e Finally, to provide a HLA architecturewith secu-
rity propertieswhichis animportantissuein both
the defenseandcivil domains,assoonasseveral
companiehave to cooperaten the sameproject.

To achieve theseobjectives,we have conductedrarious
studieswhich we detailin thefollowing chapters:

e Developmentof a RTI: CERTI. Actually we did
not have accesdo the RTI executablecode pro-
vided by the DMSO whenwe startedthis work.

e Studyof thesecurityproblem,andimplementation
andevaluationof securityextensions.

e Developmentof testapplications,that are useful
for HLA trainingandfor the evaluationof perfor
mancef distributedsimulations.

e Developmentof the notion of domains,which is
analternatve anda complemento solwe boththe
securityproblemandthe Data Distribution Man-
agementproblem.

Thesestudieshave beenmainly fundedby ONERA; par

e Secondly to initiate newv researchessuggested ticularly the developmentof CERTI, that we cancon-

by performanceissues and/or new simulation

sider as our main result. The security studieshave



beenfundedby DGA.! ONERA is stronglylinkedto the
FrenchMinistry of Defenseand our HLA skills have
beenlargely distributed.

2 CERTI

2.1 Architecture

CERTI is a prototypeof RTI developedat CERT.? This
prototypehassomeoriginal characteristicsin particu-
lar it is built aroundan architectureof communicating
processesTheRTI is adistributedsysteminvolving

e alocalprocesgRTIA)
e aglobalprocesgRTIG)
¢ alibrary (libRTI) linkedwith eachfederate

TheRTI architecturas depictedby Figurel.
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Figurel: CERTI architecture

2.1.1 TheRTIA

Each federate processinteracts locally with a RTI
Ambassadoiprocess(RTIA) through a Unix-domain
soclets (this nameis unfortunatelyconfusingwith the
nameof a classof the RTI API). The RTIA process
exchangeanessagesver the network with the RTIG
process,yia TCP (and UDP) soclets, in orderto run
the various distributed algorithmsassociatedvith the
RTI services.

1StateOrganizatiorresponsibldor ArmamentProgrammes
2ResearclCentreof Toulouseof ONERA

The RTIA is alwayslisteningto both the federateand

the network (the RTIG). It is never blocked because
its responseto the requestsof the federateor to the

network does not imply the reception of another
message.

A specificrole of the RTIA is to satisfysomefederate
requestsmmediately while other requestsrequire to

send messagedo the RTIG. The RTIA is receving

and sendingmessagesoncerningfor example Time

Managementr Declaration Managemenjetc.

A messageoncerninghetime managemeris aNULL
messageas explainedin [2]. In afirst step,we have
implementedthis old but robust algorithm. With the
time stampincludedin this kind of messagethe RTIA
computesthe LBTS® for the senderfederate. This
LBTS indicatesthe lower bound on the time stamp
of ary subsequenmessage particularfederatewill
receive from anotherfederate The RTIA computeghe
LBTS of its federateby takinginto accountthe logical
time and the lookaheadof all the regulating federates
in thefederation.

A messageconcerningthe object managemenits, in
particular associatedio the implementatiorof the Up-
date Attribute Values ReflectAttribute Valuest, Send
InteractionandReceivdnteraction servicesTheRe-
flect Attribute Valuest and Receiventeraction  mes-
sagesredirectedto two waiting files, onefor the TSCO*
messageandthe otheronefor the RO® messagesThis
is the function of the RTIA to managehe memoryal-
location,andthefactthatRTIA andfederatememories
areseparatés anaspecbf the security

2.1.2 TheRTIG

The first main function of the RTIG, or RTI Gatavay,
is to managehe communicationdbetweenthe RTIAS,
and thereforebetweenthe federates. In the reliable
mode, this is an obliged passingpoint betweentwo
federatesfor exampleRTIA; andRTIA;. In fact, we
do not want to usea direct TCP connectionbetween
RTIA; andRTIA; but two TCP connections:onefrom
RTIA; to the RTIG, the other one from the RTIG to
RTIA;. Globally we have n TCP connectionsjf n is

3Lower Boundon Time Stamps
4Time-Stampedrder
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the numberof federates.

For distributed simulationswith a large number of
federateswhich are often allocatedto differentlocal
networks connectedoy a WAN, our projectis to mul-
tiply the RTIG andto implementthe necessaryouting
of messagem thelogical network of connectedRTIGs.

Thesecondnainfunctionof theRTIG is to simplify the
implementatiorof someHLA servicesbecauset is a
centralizationpoint in the architecture.lt manageshe
creationandthe destructiorof federationexecutions.It

recordsthe identity of federateswilling to publishthe
attributesof an objectclass(resp. aninteractionclass)
or to subscribeo the attributesof anobjectclass(resp.
aninteractionclass). The RTIG usesthesedatato for-

wardmessagefom aRTIA in asoftwaremulticastap-
proach.We have soanemulationof areliablemulticast
service.

2.1.3 ThelibRTI library

This is a little library in which HLA servicecalls are
transformednto messagesentto the RTIA. Messages
are built (this includesa type and input parameters)
andsentto theassociatedRTIA. The serviceexecution
then waits for a responsdrom the RTIA (usually an
acknavledgmentiandprovidesthe outputparameters.

A tick primitive is added allowing the executionof the
RTI initiated services(user code associatedo Time
AdvanceGrant 1, ReflectAttribute Valuest, etc.) This
tick function hasno parameterit causeghe execution
of onecallbackor it returnsimmediatelyif the RTIA

cannotdeliver anything (in this case,the federatehas
oftento wait).

The allocation of the CPU resourceto the federate
andthe RTIA processess exclusively managedy the
operatingsystem. We make the hypothesisthat the
usercanremainunavareof this problem(well exposed

in [3]).

A relatively easyoptimizationwould be to replacethe
communicatiorby Unix soclet betweerthelibRTI and
the RTIA by a communicationusing sharedmemory
Nevertheless,our performancemeasurementslo not
shaw thatthis communicatioris a bottleneckin the ar-
chitecture. We are much more hesitatingto transform

our multiprocessingpproachnto a multithreadingap-
proach.

2.1.4 Data-transfer scenario

Figure?2 illustratesthe exchangeof messagesvolved
in Update Attribute Values (this is like a datatrans-
fer). The messagdile is not representedn the right-
sideRTIA, northedeliveryconditionwhichdependsn
thetime managementUAV is theacrorym for Update
Attribute Values and RAV refersto ReflectAttribute
Valuest.
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Figure2: Datatransferscenario

2.2 Schedule

A smallteamwassetupto produceCERTI. Theproject
startedby the end of 1996. A first version[4] was
availablein Septembef997.0Our objectve wasarapid
prototyping,thereforewe hadselecteda reducedsetof
HLA serviceswhich are enoughto build significatve
applications. Data Distribution Management and
OwneshipManagementwerenotimplemented.

A secondversionwas achievzed in May 1998, which
included some optimizations. The reliable mode of
communicatiorhasbeenprivileged,becauseur main



applicationsare constructve simulations (simulation
for the engineelin coordinatedime with consenrative
option). We have reducedthe numberandthe size of
the exchangedmessagesnd we have chosenbetter
optionsof the TCP protocol.

The third versionintegratedsecuritymechanismgsee
3). The secondand third versionswere robust and
efficient enoughfor us to develop a fair number of
applications. But theseversionswere only compliant
with theversionl.1 of theHLA specifications.

The fourth version,in 2000, adaptsthe implemented
servicef HLA to theversionl.3of thespecifications.
Thiswork concernsnainly anew versionof thelibRTI.

The fifth version (2001) integrates the Ownesship
Management and we are currently working on the
Data Distribution Management

The spirit of this incrementalwork must be recalled.
We aremainly concernedy understandingndfollow-
ing the philosophyof HLA. Our goalis notto achieve
a commercial product, nor to immediately satisfy a
DMSOHLA verificationprocessBut we canwrite dis-
tributedsimulationswith CERTI in awell controlleden-
vironment,andadaptatioreffort to usethe RTI-NG, for
example,is minimal.

2.3 Portability

The C++ languageis usedfor the CERTI code and
the developmentof federates. We are using standard
protocols, such as TCP/IR for the communications
betweenthe differentcomponents.We are also using
standardJnix librariesfor the processemanagement.

With theseassumptionsye have very few portability
problems,and CERTI is currentlyrunningon worksta-
tions (Sun Solaris, SGI, HP), PC, and clustersof PC
(Linux).

2.4 Release

We areplanningto releaseCERTI asfree software. As
previously said, our goal is not commercialand the
free softwaredevelopmentmodelis usuallyefficientto
improve portability andcodequality.

CeRTI will bereleasedundera copyleft free software
license(GNu GPL for the programs,GNu LGPL for

thelibraries)that doesnt prevent proprietaryfederates
to link againsthelibRTI. Detailson thesedicensescan

befoundonthe GNU website®

We arealsoplanningto useadevelopmentvebsitepro-
viding public CVS repositoriesa bug-trackingsystem
andtools commonlyusedin the free softwarecommu-
nity.

3 Security Aspects

3.1 Compatibility with existing infras-
tructur es

Firewalls are often usedfor low risk ervironments.
They provide controlled and audited services both
from insideandoutsidea privatenetwork, by allowing,
derying or redirectingthe flow of data. Our problem
is to run distributed simulations between different
laboratoriegprotectedoy firewalls.

An applicationlevel firewall employs proxiesto screen
traffic. We cannotdevelop a new proxy, dedicatedto

HLA and CeRTI. Thatwould be difficult to evaluate
andto acceptby the network and securityadministra-
tors of the laboratories. But, as we know very well

the communicationsmeededby CERTI, we canaskfor

a simple TCP proxy, that allows the TCP connection
betweerthe RTIA processunningin afirst laboratory
andthe RTIG procesgunningin anotherdaboratoryat
theknown TCP portandhost.

This TCPproxy existssoonfor themajority of commer

cial firewalls andour requesthasbeenacceptedy our

administrators.Experimentshave beenmadebetween
threelaboratories IRIT, LAAS andONERA.

3.2 Security extensions

Work on distributedsimulationsecuritywasconducted
for the DGA, in particularin the framework of the
SAIDA’ project in cooperationwith DERA (UK). It
was aimed at providing an answerto problems of
inter-compaty simulation, for which an unlimited
information exchange must take place via the RTI

Shttp://ww. gnu. org/licenses/licenses. htni
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betweenthe federatesof two different companiesto
presenre the confidentialityof their know-how. (Fig. 3)

,-~ Company A~ ,~  Company B "~
/

~‘restricted
communicati

CERTI

Figure3: Inter-compary simulation

We have conducteda completesecurity study [5] :

threatanalysis definition of securityobjectvesandse-
curity functions,implementation.The resultis a secu-
rity architecturebasedon CERTI andthe trustedthird

party principle. We supposethat the RTIG process
is under the control of a third party that is not in

competitionwith the companiesowning the federates,
for instancea public organization,and we have im-

plementedsecurecommunicationsand accesscontrol

mechanisms.

3.2.1 Securcommunications

To securecommunicationsbetweenremotefederates
andtheRTIG we usethe GSSAPI® Thisinterfacehides
from its callersthe details of the specific underlying
security mechanism, leading to better application
portability, and moving generallyin the direction of

a better interworking capability We have usedthe

implementatiorof [6].

3.2.2 Accesscontrol mechanisms

We proposeto extendthe descriptionof the federation
(the FED file) with security attributes. Each class,
attribute andfederateis associatedvith a securitydo-
main. Thenthe RTI filtersthemessagaccordingo the
securitydomainsof the objectandof the federate(this
is anapplicationof researcton multilevel security)

8GenericSecurityServicesApplication Programinterface

This control is performedby the RTIG because,n
our architecture this components alreadyin chage
of recordingthe publicationand subscription. So the
RTIG will now checkthesecuritylabelsof thefederate
and of the class wheneer this federatehas sent a
subscriptionmessagéfor this class. The RTIG will
recordfor eachpublishedclassa list of authorizedsub-
scribers. As the RTIG transmitsthe Update Attribute
Valuesmessagesnly to authorizedsubscribeRTIAS,
afederatdrom onecompaty will neverreceie Reflect
Attribute Values 1 messagedor a private object of
anothercompary becausets subscriptionrequestare
blocked by the securitylabel control in the RTIG. In
that case,in accordancevith HLA rule, ary federate
areinformedof the updateson ary objectbelongingto
ary classin the FOM.

We have studiedthe impact of thesesecuritymecha-
nismson the federationreal-time behaior [7]. This
impactis very weakfor theaccesgontrols.

4 CERTI Applications

The first testapplicationis a billiard game. Thereis

onemainobjectclass,the ball with positionattributes.
Thefederations composeaf ary numberof federates,
eachfederatemodelizingandsimulatingonly oneball

instance. It publishesand subscribego the position

attributes, so that each computer could graphically
representthe current situation. The collisions are
simulatedby interactions. This is a time-coordinated
example,with aninitial synchronizatiompoint.

With this example, the performancesre boundedby
the performance®sf the RTI andthe physicalarchitec-
ture. A goodcriterionis thenumberof simulationsteps
per second. Figure 4 indicatesperformanceobtained
with CERTI andthe RTI providedby the DMSO.

The two curves are similar. We do not explain why
CERTI seemsfaster This is a rapid comparisonand,
probably we have not reachedhe bestresultsfor the
RTI-NG onour physicalarchitecturgthe configuration
file of this RTI hasalot of parameters).

Another application [8] is a fight simulation of air-
craft attacking defenseunits. Patrols of aircraft's
are equippedwith anti-radarmissiles. Air defense
units are composedof a commandpost supervising
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multifunction radar devices and surface-to-airmissile
ramps.

We have choserthis problembecauseét is more signi-

ficative anda little more complex. The objectclasses
are Aircraft, Radarand Missile. The interactionsare

Radar Emission, Destruction,etc. The federatesare

associatedvith Aircraft’s, the DefenseUnits (which

both simulatethe Missiles) and a Monitor like in the

previousexample.

With this application, we have investigatedthe mul-

tiresolution problem. [9] details the multiresolution
of entities: patrols and aircraft’s, and discusseghe

chosenmechanismsallowing triggering aggreyation
from an entity-level representation,and corversely

triggering disaggrgationfrom an aggreyaterepresen-
tation. A multiresolutionmanagemergervicehasbeen
proposed.

More complex distributed simulationsare simulations
of airportsof the future [1], and simulationsof radar
detectionof missilesand dronesdesignedby the De-
partmentof Physicsof ONERA (apaperhasto bewrit-

ten).

5 Domainsand HLA

5.1 Conceptof domain

Several on-going works concernthe introduction of
the domain conceptin CeRTI and/or in federation
executions. Theseworks are mainly motivatedby the
scalabilityandthe securityproblems.

Domainsprovide a solutionto datadistribution man-
agementwith the specificationof interestregions, al-
lowing communicatioroptimizations. Datafiltering is
usedwith relevancecriteria, but otherimplementations
of domainscan provide datafiltering for securitypur
poses.This generaldomainconceptappearsn several
projects:

Interfederations They are the connectionof several
federations.Thesefederationsare chosen(or de-
signed)dependingon the objectivesof the global
interfederation(for example security scalability
or interoperability). The federationsarelinked to
eachotherwith one or more bridge federate(see
5.3).

Distributed RTIG In the current architecture, opti-
mizationscanbe donein the RTIA, thusprevent-
ing uselessnessagew reachthe RTIG. Thisis for
examplethe caseof Declaration Managementer
vicesandthesubscription/publicatiomechanism.
But one of our main concernss that despiteop-
timizationscarriedout in the previous versionsof
CEeRTI, the RTIG is still a significantbottleneck.
With network architecture,it is the main obsta-
cle to large-scalesimulations.A distributedRTIG
wouldaddadomainlevel betweerocaltreatments
(in RTIAs) andglobal mechanismginvolving ev-
ery RTIG component)andshouldimprove feder
ationexecutions.

DDM development The Data Distribution Manage-
mentservicesof the HLA proposethe useof do-
mainswith the definition of routing spaces.This
hasto beimplementedn CERTI (see5.2).

Multicast Multicastis usedto sendmessaget multi-

ple recipients:the interestis thatthe taskto route
datais handledby the underlyingnetwork archi-
tecture.Possibleapplicationsof multicastconcern
messagesentfrom the RTIG to the RTIA, mes-
sagedetweerRTIG componentin thecaseof the



above distributed RTIG. And of courseData Dis-
tribution Managementimplementationscan use
multicastto grouprecipientsby interestregion.

5.2 Data Distrib ution Management

The purposeof HLA Data Distribution Management
servicesis to reducethe amount of irrelevant data
exchangedetweenfederates.Suchrelevancefiltering
reduceshoth traffic over the network andthe number
of messagefederateshave to filter. Data Distribution
Management services allow federatesto refine the
publication/subscriptioninformation they provide to
the RTI. Without theseservices(ie, using only Dec-
laration Management publication and subscription),
a federatesubscribedto some object class attribute
recevesall informationrelatedto this attribute. Data
Distribution Managementintroducesrelevanceof data
atheattributeinstancdevel.

The principle is still a publication/subscriptiormech-
anism similar to Declaration Managementservices,
but parametershelp federatesto refine the descrip-
tion of the information they are interestedin. Such
descriptionsare possible thanks to the concept of

routing spaces. Routing spacesare definedby their

dimensionswhich correspondo attributesexisting in

thefederation.Federatesubscribeo particularregions
of routing spacesthusdefiningthe only rangesof data
valuesthey areinterestedn.

Routing spaceshelp to reduce communicationsby
preventing lots of irrelevant datato be transfered put
they have to be managedin the RTI which requires
significantresources.In large-scalesimulations,very
numerousregions represent time costfor the RTIG
andmeanadditionnalmessagéraffic overthe network.

Therefore reducing the number of routing regions
is often an interesting compromise between Data
Distribution Managementoptimizationsand run time

overheadIn particular thisis necessarjn Data Distri-

bution Managementimplementationsusing multicast
groupsto sendmessage$o multiple recipients: since
the number of multicast groupsiis limited, it's not
possibleto associateone group with eachregion in

large-scalefederations. Several approachesnd alter

natives to the traditionnal fixed-grid implementation
areproposedn [10].

We do not plan to use multicast groupsin our first
implementation of Data Distribution Management
servicesin CERTI: the objectie is to implementthe
routing regions just as they are definedin the HLA,

without simplifying or groupingthem. More complex

implementationswith this kind of managemenim-

provementarescheduledor laterversionsof CERTI.

Actually, we are focusing on taking adwantage of
the architectureof CERTI. Optimizationwith Data
Distribution Management depends hearily on the
coordinationbetweenthe RTI internal strategjies and
the federationdesign(particularly the useof regions).
With CERTI, region managementan be carried out
bothin RTIG andRTIA.

For example,managingData Distribution Management
only in the RTIG helpsto reduceirrelevant messages
sentto RTIAs. Butanothepproachs to partiallyman-
ageregionsin the RTIA. If theRTIA is awareof all the
subscriptioninformation,thenit canfilter updatemes-
sages.Theincorveniencss thatRTIAs have to getin-
formedof all subscriptiorregion modifications.

5.3 Bridge Federates

A HLA bridgefederateis an applicationthat connects
two or more federations,and is in chage of repre-
sentingeachfederationto the others. Thereare mary

variants dependingon the objectives, for example a

bridge can representa federationonly partially, to

createprivateobjectsnot seenin otherfederations.

A commondesignof bridgefederatess basednacore
componentiinked with federatecomponentsgeachof

thesefederategoins onefederation. Thenthe general
behaior of theinterfederatiorshouldbe the sameasa
federationbasedon the samefederatesusingonly one
RTI (thereareexceptions dependingon the objectives
of thebridge).(Fig. 5)

Thebridgecanbeusedfor seseralpurposes:

Inter operability A bridgedfederationcanuseseveral
RTIs. This is usefulif somefederatesare opti-
mizedfor one particularRTI. It is alsoa solution
to somelanguageinding problems.In the caseof
CERTI, only C++ sisupportedwhich preventsfed-
eratesnrittenin anothedanguageo useit. With a
bridgefederateijt’ s possibleto useanotherRTI for
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Figure5: Interfederatiorarchitecture

this kind of federateandto link themto a CERTI-
basedexecution.

Optimization In somesimulations,the executioncan
be improved by running homogeneougederates
in their own federationsandbridging the federa-
tions. Thisis the casewhentherearevery dissim-
ilar federategconsideringSOMSs or event rates)
as explainedin [11]. We can also think of the
useof fixed grids in Data Distribution Manage-
ment oneproblemis that the grid resolutionde-
pendson the federatescaleand behaiour, which
may greatlydiffer, makingit impossibleto choose
anoptimalgranularity Homogenous$ederategan
be grouped.Thenthe simulationusesseveral grid
resolutionspnefor eachfederation.

Security Another use of the bridge federateis simi-
lar to the inter-compaly simulationsproblemde-
scribedin 3.2. It's possiblefor differentpartiesto
participateto a unique simulation,basedon sev-
eral federations eachof which may have private
parts: the only needis to sharea commonFOM,
but inside onefederation,the FOM canbe larger
andincludeattributesthatwill befilteredoutby a
bridgefederate.

So the generalbridge federatearchitectureconsistsof
a central componentand several federates. Another
important componentis a translatoy in chage of
associatingthe identities of every entity existing in
more than one federation. For example, an attribute
id or a save label, may differ from one federationto
another

[12] describesthe way a bridge can translate HLA
mechanismdrom one federationto another so that
from a federateview, everything seemsto be held in
the samemannerasin a single federation. One must
remembetthat the bridgeis not a partof a RTI or ary

other privilegedentity of the simulation: it is an HLA
application,and canonly usethe servicesavailable to
federates. This is why somedirect and unconditional
mechanismssuch as updating/reflectingattributes are
possiblethrough the bridge with the usual services,
while someglobal mechanismsequirethe useof the
MOM.®

For example,the MOM is usually requiredto handle
an interfederationsave process: the bridge monitors
the MOM to get eachfederatesave response.If the
save succeedsn every federateof a federation,then
thebridgedeclarestself ascorrectlysavedto the other
federations.

At first, we didn't considerthe use of the MOM in
a bridge since it is not implementedin CERTI yet.
We consideredsome restrictions on the federations
to make the bridge work without the information
provided by the MOM. For example,we can usethe
save mechanisnover a bridgeif the only federateto
use the result of the save processis the one which
sentthe save request: the bridge just hasto declare
itself saved in otherfederationsthenthe resultof the
federationsave may be wrong for somefederatesput
is alwayscorrectin thefederationwerethesave request
wasinitiated. Otherkinds of mechanismsuchaspub-
lication/subsriptiorcanbe handledwithout the MOM.
Actually, the resultingoptimizationmay be very poor
if, for example, the bridge publishesand subscribes
to every objectandinteractionclass. But this doesnt
prevent the interfederationto be executed,which can
beusefulwhenthepurposés interoperability Thegoal
of this first implementatioris just to allow federateso
usedifferentRTIs in aninterfederation.

Of coursea significantimprovementis theimplemen-
tation of the MOM in CERTI to handleglobal mech-
anisms. We are also particularlyinterestedn another
interfederationarchitecture using several cooperating
bridges,asdetailedin [11].

6 Summary

In this paperwe describedthe evolution of CERTI
and its associatecprojects. We recalledthe original
architectureof this prototypeandtheprojecthistory.

9Managemen©ObjectModel



We consider CERTI as our main result, but aside
from the developmentof this RTI towardsthe HLA

specificationsCERTI provideda distributedsimulation
platformfor mary works. Particularly, studiesconcern-
ing security extensionshave beencarriedout. Also,

testapplicationshave beendeveloped.

Eventually several on-goingworks focus on the im-
provementof the useof domainsin federationexecu-
tions: in particular the implementatiorof Data Distri-
bution Managementservicesandthe developmentof a
HLA bridgefederateareconsideredo improveinterop-
erability, securityandscalabillity.
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