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Why backing up files?
Simple answer. Two reasons:
1. Torestore the last state after eg. a hardware or softwash.c
2. To recover old versions of a file or folder because it wastdel/ destroyed unnoticed (eg. by a software
bug) or you see later it was a mistake to delete it.
Features

e easy restore (also without storeBackup) / transparentdbrm

copies / compresses files to another disk and generatespsawith time stamps

splits big image files (from eg. TrueCrypt, mbox, Xen, KVM, Wdre, etc.) or complete devices into small
pieces and saves only differences to existing backups ¥imgapace and time

uses hard links for files with the samententqrecognizes copying, renaming, etc.)

sophisticated including / excluding possibilities for $iledirectories

also fast over slow / high latency lines

Abstract

StoreBackup is a disk-to-disk backup tool for GNU/Linuxalso runs on other Unix-like machines. You can
directly browse through the backed-up files (locally, viaS\#ia SAMBA, via SSH or whatever). This gives the
users the ability to restore files easily and fast. The ushr luas to copy (and possibly uncompress) to restore
the files. There is also a tool for easily restoring (sub)dree the administrator. Every single backup from a
specific time can be deleted without affecting the othertexdbackups.

StoreBackup can split big image files in little pieces anddseenly the space for changes in these splits.
Restoring these parts to the full image is also possibldyeaith simply tools:cat and possibijounzip2 (or
whatever you used for compression). Naturally, storeBpalelivers a tool to restore everything easier. You can
also split devices (likédev/sdbl in the same way.

StoreBackup offers itself to the general user who does ncessarily own a tape backup but a second hard
drive or another computer. It offers itself to the users i@ pnofessional environment for extremely fast and
comfortable access to their backups, also to save on the abtpes as well as administrative expenses.

StoreBackup is a command line tool. You can start it via crotomatically. You normally don’t want a
graphical surface on a server and most important: If yourhim&ccrashed, you probably do not have a running
gui.

Storage on hard drives, memory sticks or similar devicesrsfitself as an alternative or additional resource
to data backup on tapes. The program to be introduced hei@mesrwell and saves storage capacity:

e Directories, including their tree structure, may be cop@enother location
(e.g. /home => /var/bkup/2003.12.13 02.04.26 ). Permissions to the files remain, enabling
users to access the backup directly. The most importantispa backup tool is easy and save restoring.

e The content of the files is going to be compared with the exgstiackup to make sure there is only one
backup for each file, that means files with the same contest pljsically only once in the backup.

1see FAQ4 for details about making a backup via SSH



¢ Identical files are hard linked and appear in the backup irs#ime locations as in the original.

e You can exclude files from the backup by excluding whole daees or by specifying rules depending on
regular expressions, file size and other criteria.

e Backed up files will be compressed, except they are markezlida’. Compression may be excluded
entirely.

e Image files or mass storage devices, where only parts chamgebfaickup to backup can be evaluated for
differences. In the backup, you will only need the spacetferchanged blocks (which can be compressed).

e Backup series, generated independently (e.g. from diffemachines) may refer through hard links to
shared files. Full or partial backups may be executed withrttdthod, always under the condition that files
with the same content may exist only once in the backup.

e The final result of running storeBackup is always a full backihese can be automatically deleted with
easy or high sophisticated deletion rules.

e StoreBackup supports a lot of other options. They are desdiin this document.

New releases are announced at http://freshmeat.netéfsigmrebackup. Please subscribe to get actual informa-
tion.

If you have any hints, comments or questions, send an emiijitkaes at web.de
StoreBackup is licensed under the terms of the GPL-v3 oratey Version.
Heinz-Josef Claes, March 15, 2009
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1 Installation

Installation is straightforward.

Download the source from http://download.savannah.gglreleases/storebackup/ and go to a place where you
want to unpack it:

$ cd whereYouHaveWritePermissions

$ tar jxvf path'storeBackup-2.0.tar.bz2

This will create a directory storeBackup where you will fildge sub directoriesiin , lib , anddoc. If you do

not want to type the whole path every time to start one of tlgams inbin , you can set yousPATHvariable
(The quotes around thevd must be back quotes, ascii code 96; some pdf read show thearraalrquotes!):

$ cd storeBackup/bin
$ export PATH='pwd":$PATH

Also set$PATHiIn your .bashrc or whatever shell you are using. Alternéitiweou can make symbolic links from
a place wher&PATH s already set. If eg. yoWPATH also points td/usr/local/bin (and you have write
permissions), you can do:

$ cd /usr/local/bin

$ In -s  path'storeBackup/bin/ *

Don't use hard links for that. StoreBackup will not find itledaries if you do so.

Please have a look into the fiREADME.1STwhich is located in théoc folder.

2 Quick Start for the Impatient; basic Explanations

As you should have read, storeBackup is a disk-to-disk hat#aol for GNU/Linux based on hard links. Have a
look at the picture:



backupDir = /mybackup

backup from
computer 1

series = computerl
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backup from
computer 2

sourceDir backup 1 backup 2

series = computer2

Imagine you have two computers you want to backup on one fileeseia NFS. If you only want to backup on
an external disk (eg. usb or esata), you should also readtloeving to understand the basic parameters. See
section 4.15.7 how to configure NFS properly — you must havtevaccess to the directory where you want to
save your backup. If you are root, you should have root peioris on this mounted directory.

First of all, let's have a look at the place where you want twestyour backup. You have to define a “backupDir”
directory, where all your backups will reside. Let’s saysik/mybackup . To separate your differentbackups from
multiple or one computer, you make a separate directorydongn the example it'somputerl andcomputer2 .

We will specify these directories as “series” later. Thé fath to these directoriesfisiybackup/computerl.  and
/mybackup/computer2 . In these “series” directories we will generateaies of backupfr each sourceDir.

If there are files in our backup repository (“backupDir”) wihe same content, we can tell storeBackup to hard
link them to only one inode (see section 4.15.8). The nameatr pf the files do not matter, only the content is
important. In the picture above, you see that in backup 3 ofiader 1 the location of the file has moved (perhaps
also renamed), or in backup 2 of computer 2 the file has bedraoBtoreBackup will recognize this and always
link to the same inode.

If you want to backup more than one directory at a time, yowsghiave a look at option followLinks in section 4.2.
But just to test storeBackup, you should proceed now.

Now lets make your first backup. Let's imagine, you want tokogicyour home directory témp/backup . (If
your home directory is too big to do this, choose a small dingdnside your home directory.)
Go into your home directory and type:

$ mkdir /tmp/backup
$ cd
$ storeBackup.pl --sourceDir . --backupDir /tmp/backup

If storeBackup.pl is not in your path, you will get an errorseage from the shell and need to $eATHor type

the full path to storeBackup.pl.

Depending on how much data is in your home directory, thistake a while, because storeBackup.pl will com-
press your files. It will use all cores of your system for thBecause of these compressions, the first backup is

very slow.
After the backup is finished, create a new file, copy a file andmee a file and or directory and start a second run:

$ cd
$ storeBackup.pl --sourceDir . --backupDir /tmp/backup

You will see, it's much faster now.

2see installation, section 1 if you do not know what this means



Go to/tmp/backup . You will see a directory calledefault . As shown in the picture above, you can have
multiple series of backups from different sources. Thedeéefeame for a series tefault . Inside of thedefault
directory you will see two sub directories whose names aild but of the date and time of your backups. Go into
these directories (use two shells, one for each) and lodiediles with the command

$Is -

Option “i " tells Is to show the inode number, which you can see in thg keft column. Check, that files with the
same content (especially the ones you copied, renamed,chameethe ones in renamed directories) refer to the
same inode — so it's the same file only one time on disk.

If you used storeBackup in Versions prior to 2.0 and simplylena backup with
storeBackup.pl -s sourceDir -t targetDir # Il old syntax !! !
and now want to continue making backups with version 2.0 ovapuse
storeBackup.pl -s sourceDir --backupDir targetDir -S .

Where the parameters sdurceDir  andtargetDir  are the same.

3 The ldea behind it

3.1 Another Backup Tool? / Roots of storeBackup

Possibly, there are thousands of backup programs. So, wdthemone? The reason arose from my activities as
a consultant. The entire week | was moving around and | hadayotavsecure my data during the week at home.
All I had was a 250MB ZIP drive connected to the parallel pdnny laptop. The backup on the ZIP drive did
not give me a lot of storage space and | had to live with a lowdbadth (about 200KB/s) and high latency. In
contradiction to that | wanted fast, simple access to my datid not like the usual options of full, differential
and incremental backups (e.g. with tar or dump): on one haisdisually too cumbersome to retrieve one of the
versions, on the other hand it is not possible to delete abadttup at will, this has to be planned carefully at the
generation of the backup.

It was my goal to be able to backup quickly during my work and fimy files quickly and without hassle.

So, at the end of 1999 the first version of storeBackup wadenlet was, however, not suitable for large environ-
ments. It was not performing well enough, did not scale seffiity and was not able do deal with nasty file names
(e.g.’\n’in a name).

Based on that experience with the first version | wrote a neswaimich was published a little bit less than a year
later under the GPL. In the meantime the number of users ladngr from home user applications, securing of
(mail) directories at ISPs or hospitals as well as univiesind for general archiving.

3.2 What would be an ideal Backup Tool?

The most important aspect of a backup is that you are not dolyta restore but to do this easily.

The following reflects backups of files, not databases.

The ideal backup tool would create every day a complete cbfyecentire data system (including the applicable
access rights) on another data system with minimal efferthfie administrator and maximal comfort for the user.
The computer and hard disk systems to make this possiblédsheun a distant, secure building, of course. With
the help of a file system browser the user could search andsatieedata and copy data directly back. The backup
would be usable directly and restoring possible withoubfams or special learnings. Dealing with backups would
become somethingormal- since the route over the administration would in generalirgecessary.

The process described here has a “small” disadvantageedsna lot of hard drive space and it is quite slow
because each time the total amount of data needs to be copied.

3.3 How storeBackup works

StoreBackup tries to accomplish the “ideal backup” and teestive two problems: storage space and performance.



3.3.1 Reducing Disk Space

Saving files as a whole

The first measure to decrease the necessary hard driveestgpage would be the compression of data - if that
makes sense. storeBackup allows the use of any compredgmitian as an external program. The default is
bzip2.

Looking at the stored data closely, it is apparent that frackiop to backup relatively few files change - which is
the reason for incremental backups. We also find that marspdiih the same content may be found in a backup
because users copy files or a version administration progiikencvs) is active. In addition, files or directory
structures are re-named by users, in incremental backepsatle again (unnecessarily) secured. The solution to
this is to check the backup for files with the same contentgjpbscompressed) and to refer to those. Within
storeBackup, a hard link is used for referencing. With thigktof adding hard links, which were already created
in existing backup files, each file is present in each backtiagh it exists physically on the hard drive only
once. Copying and renaming of files or directories takes tirdystorage space of the hard links - nearly nothing.
Most likely not only one computer needs to be secured but sbenmf them. They often have a high proportion
of identical files, especially with directories liketc , /fusr or /home. Obviously, there should be only one
copy of identical files stored on the backup drive. To mouhdiaéctories from the backup server and to backup
all computers in one sweep would be the most simple solutidris way duplicate files get detected and hard
linked. However, this procedure has the disadvantage thataghines to be secured have to be available for the
backup time. That procedure can in many cases not be fegfsibexample, if notebooks shall be backed up using
storeBackup. Specifically with notebooks we can find a higerlay rate of files since users create local copies.
In such cases or if servers are backed up independently frenaother, and the available hard drive space shall
be utilized optimally through hard links, storeBackup iseao hard link files in independent backups (meaning:
independent from each other, possibly from different maes.

Splitting files into parts: blocked files

The method of compressing and hard linking files works preit for “normal” files like office, configuration,
program code and all other type of small files.

It more or less fails for big image files where only parts aranged. Such a file with eg. 3 GB has only a few
megabytes of changes, but the method described above wapyde compress the whole 3 GB into the backup,
which is neither space nor time efficient. To solve this peahl storeBackup can handle such files in a special
way.

In the configuration file you can specify which should be haddis “blocked files”. For these blocked files, a
directory instead of a plain file is created in the backup.e(fiame of the directory is identical to the original file
name.) The affected file from the source is not stored as aenhdhe backup — instead it is stored as (small)
numbered blocks in the created directory. These blocks eamimpressed.

In the next backup (after something has changed in the @lidiie,) storeBackup checks which of these blocks
have changed and only copies / compresses that blocks. &atli missingunchangedlocks a hard link is
generated to the fitting blocks in the old backup(s). This radB based comparison is also done with other
blocked files, so if you duplicate a VM for different use, eBackup will find the identical blocks. It will also find
identical blocks within one blocked file. (This sometimepp@ns when unused areas in an image are blanked.)
As a result the needed space is reduced dramatically (cempath copying / compressing the whole file) and it
is still possible to restore the contents of the originalfiiéhout a running storeBackup which is the philosophy
of storebackup (restoring is the most important part of &bpgrand might be useful in eg. 10 years. (Who knows
what’s happening then!?)

Deleting Backups

For the deletion of files storeBackup offers a set of optidtris.a great advantage for deletion when each backup is
a full backup, those may be deleted indiscriminately. Umniikth traditional backups, there is no need to consider
if an incremental backup is depending on previous backups.options permit the deletion or saving of backups

on specific workdays, first or last existing backup of the wewkth or year. It can be assured that a set of a
minimum number of backups remains. This is especially usehackups are not generated on a regular basis.
It is possible to keep the last backups of a laptop until theb &fra four week vacation even though the period to

keep it is set to three weeks. Furthermore it is possible timeléhe maximal number of backups. There are more
options to resolve the existence of conflicts between cditttary rules (by using common sense).



3.3.2 Performance

The procedure described above assumes that an existingmadieing checked for identical files prior to a new
backup of a file. This applies to files in the previous backupelfas to the newly created one. Of course it does
not make much sense to directly compare every file to be bagkedth the previous backup. So, the md5 sums
of the previous backup are being compared with the md5 sulmedile to be backed up with the utilization of the
hash table.

Computing the md5 sum is fast, but in case of a large amounataf itl is still not fast enough. For this reason
storeBackup checks initially if the file was altered since fst backup (path + file name, ctime, mtime and size
are the same). If that is the case, the md5 sum of the last pdaskeing adopted and the hard link set. If the
initial check shows a difference, the md5 sum is being coembaind a check takes place to see if another file
with the same md5 sum exists. (The comparison with a numbleacfup series uses an expanded but similarly
efficient process). For this approach only a few md5 sums teebd calculated for a backup. If you want to tune
storeBackup, especially if you save via NFS, there are twagy#hyou can do:

e tune NFS (see section 4.15.7)

e use the lateLinks option of storeBackup, and possibly deletir old backups independent from the backup
process.
Using storeBackup with lateLinks is like using an asynclousclient / server application or to be more
precisely like using multiple batches on (normally) mukimachines:

— Checking the source directory to know what has changed ahd tmmpressed and save the relevant
data to a save (another) place (on the backup server).

— Take this information and restore a “normal” fully linkeddbap.
— Delete old backups depending on the rules for the deletion.

The follwing performance measurements only show the dlackup time (without calling storeBackupUpdate-
Backup.pl (if necessar$). They have been done with a beta version of storeBackup 2.0.

Some background information to the following numbers: Thekup was run on an Athlon X2, 2.3 GHz, 4 GB
RAM. The NFS server was an Athlon XP, 1.84 GHz, 1.5 GB RAM. Tkeexork was running with 100 MBit/s,
storeBackup was used with standard parameters. The urthe eieasurements are in hours:minutes:seconds or
minutes:seconds. The size of sourceDir was 12GB, the sitteedifackup done with storeBackup was 9.2 GB. The
backups were done with 4769 directories and 38499 fileseBtawrkup.pl linked 5038 files internally which means
these were duplicates. The source for the data were my fittthar'Desktop” from my Windows XP Laptop, so
“real” data.

The first table shows the time for copying the data to the nifgesewith standard programs. The nfs server is
mounted with optiorasync 4, which is a performance optimization and not the standanfigoration.

command| duration| size of backup
cp -a 28:46 12 GB
tar jcf 01:58:20 9.4 GB
tar cf 21:06 12 GB

All is like it was to expect: Tar with compression is much s@whan the other ones; and cp is slower than tar,
because it has to create lots of files. There is one astogishimber: The size of the backup filetaf jef ist

9.4 GB, while the resulting size of the backup with storeRgckl is only 9.2 GB. We see the reason for this in
the internal linked 5038 files — the duplicates are storegt onte with storeBackup.

We do not see the effect of comparing the contents in thishraack again, but it makes a lot of differences in
performance and especially used disk space. If the timegostdiafile is changed, then traditional backup software
will store this file in an incremental backup — storeBackuf) anly create a hard link.

Now let’s run storeBackup.pl on the same contents. The mi®sés still mounted with optiomsync . There are

no changes in the source directory between the first to trensglear third backup.

storeBackup| 1.19, Standard 2.0, Standard| 2.0, lateLinks| mount withasync
1. backup 49:51 | 100% | 49:20| 99% | 31:14| 63%
2. backup 02:45| 100% | 02:25| 88% | 00:42 | 25% | file system read cache empty
3. backup 01:51| 100% | 01:54 | 100% | 00:26 | 23% | file system read cache filled

3This is only necessary if you use storeBackup.pl with optiteLinks. The necessary time for running storeBackupltiRkzckup.pl can
be seen in the next section 3.3.3.
4see configuring nfs, section 4.15.7



We can see the following:

e The first run of storeBackup.pl is faster than jcf  (tar with compression.) It's easy to understand why:
storeBackup.pl uses both cores of the machine, while thepoession with tar uses only one. But if you look
a little bit deeper to the number, you see that storeBackapgds less than half the time (42%) of tar with
compression. It naturally additionally calculasmd5 sums and has to perform the overhead of creating
thousands of files (look at the difference betweprand tar cf above). The effect of reducing the time for
copying more than 50% comes from two effects: storeBackulpgs not compress all files (depending on
their suffix, eg.bz2 files are not compressed again) and it recognizes files witlsdime content and sets
just a hard link (also the reason for 9.2 instead of 9.4 GB).

e The second backup was done with a new mount of the sourceatyeso the read cache for it was not filled.
You can see some improvement between version 1.19 and 2aigeof better parallelization reading the
data in storeBackup itself.

You see no difference in the third run between version 1.192a0, because reading the source directory
entries is now in the file system cache, which means that thekivig factor is now the speed of the nfs
server — and that’s the same in both runs.

e With option lateLinks, you can see an improvement by a facfat. The time you see depends massively
on the time needed for reading the source directory (plutimgahe information from the previous backup,
which is always the same).

Now let’s do the same with an nfs mount without “tricks” likerdiguringasync :

command| duration| size of backup
cp-a 37:51 12 GB
tar jcf 02:02:01 9.4 GB
tar cf 25:05 12 GB

storeBackup| 1.19, Standard 2.0, Standard| 2.0, lateLinks| mount withsync
1.backup | 53:35| 100% | 49:20 | 100% | 38:53| 63%
2. backup 05:36| 100% | 05:24| 96% | 00:43| 13% | file system read cache empty
3. backup 05:10 | 100% | 04:54| 95% | 00:27| 9% | file system read cache filled

We can see the following:

e Everything is more or less slower, because of higher latelneyto the synchronous communication with
the nfs server. If only one file is written (like with) tar, tléference to the backups witisync is smaller,
if many files are written, it's bigger.

e \We see that the difference betwesymc andasync using lateLinks is very small and the reason is simple.
Only a few files are written over nfs, so the latency only hasnalsimpact on the overall time for the
backup. This results in the fact, that the backup with latgkiand a very fast source directory (cache) is
now 10 timesfaster.

e Because the latency is not important for making a backup, intexd this file server over a vprover
the Internet. This means very high latency and a bandwidtibotit 20KByte/s from the nfs server and
50KByte/s to the nfs server (seen on a network monitoringd) tod@/ith same same boundary conditions
as before (mounted withsync , source directory file system in cache, no changes) | got adspp with
lateLinks (compared with non-lateLinks backup) bfaator of 70
So if your changed or new files are not too big compared withatleglable bandwidth, you can also use
storeBackup (with lateLinks) for making a backup over a vprhgh latency line$. Naturally you should
not choose option lateCompress in such a case. Another @adyawith lateLinks in such cases is, that
parallelization works much better, because reading urgdddata in the source directory nearly needs no
action on the NFS mount.

Conclusion: If you mount with nfs, you can make it really fastng option lateLinks. See section 4.15.5 how to
configure it.

5The vpn software was openvpn, the connection was tunnededtrseveral firewalls.
6You also can exclude too big files with option exceptRule ofeBackup.pl from the backup and save them later when yoe esess to
a better line.



Using “blocked files” also improves performance a lot beeamdy a small percentage of an image file has to be
copied or compressed. See the description about usingdalddks (see section 4.15.4) for the influence of this
option to performance and space needed.

3.3.3 Example of a Run

Here you can see the statistical output of a big backup | ranyplaptop and saved to an NFS server. (I'm running
this backup including OS once or twice a week and a smalleewesy day, similar to the description of example 3,
section 5.4.) | had to backup more than 500,000 entries:

STATISTIC 2008.09.08 23:40:17 3961 [sec] | user| system

STATISTIC 2008.09.08 23:40:17 3961 ------- Fommneee- - e

STATISTIC 2008.09.08 23:40:17 3961 process| 386.30] 166.2 7

STATISTIC 2008.09.08 23:40:17 3961 childs | 209.02| 116.96

STATISTIC 2008.09.08 23:40:17 3961 ------- tommmmeeee +- e

STATISTIC 2008.09.08 23:40:17 3961 sum | 595.32]| 283.23 => 8 78.55 (14m39s)
STATISTIC 2008.09.08 23:40:17 3961 directories = 43498

STATISTIC 2008.09.08 23:40:17 3961 files = 482516

STATISTIC 2008.09.08 23:40:17 3961 symbolic links = 12024

STATISTIC 2008.09.08 23:40:17 3961 late links = 462267

STATISTIC 2008.09.08 23:40:17 3961 named pipes = 3

STATISTIC 2008.09.08 23:40:17 3961 sockets = 48

STATISTIC 2008.09.08 23:40:17 3961 block devices = 0

STATISTIC 2008.09.08 23:40:17 3961 character devices = 0

STATISTIC 2008.09.08 23:40:17 3961 new internal linked fil es = 178

STATISTIC 2008.09.08 23:40:17 3961 old linked files = 46208 9
STATISTIC 2008.09.08 23:40:17 3961 unchanged files = 0

STATISTIC 2008.09.08 23:40:17 3961 copied files = 2896

STATISTIC 2008.09.08 23:40:17 3961 compressed files = 5204

STATISTIC 2008.09.08 23:40:17 3961 excluded files because rule = 78

STATISTIC 2008.09.08 23:40:17 3961 included files because rule = 0

STATISTIC 2008.09.08 23:40:17 3961 max size of copy queue = 2 2

STATISTIC 2008.09.08 23:40:17 3961 max size of compression queue = 361

STATISTIC 2008.09.08 23:40:17 3961 calculaed md5 sums = 506 06

STATISTIC 2008.09.08 23:40:17 3961 forks total = 9176

STATISTIC 2008.09.08 23:40:17 3961 forks md5 = 3957

STATISTIC 2008.09.08 23:40:17 3961 forks copy = 12

STATISTIC 2008.09.08 23:40:17 3961 forks bzip2 = 5204

STATISTIC 2008.09.08 23:40:17 3961 sum of source = 10G (1096 5625851)
STATISTIC 2008.09.08 23:40:17 3961 sum of target all = 10.0G (10731903808)
STATISTIC 2008.09.08 23:40:17 3961 sum of target all = 97.87 %
STATISTIC 2008.09.08 23:40:17 3961 sum of target new = 109M ( 114598007)
STATISTIC 2008.09.08 23:40:17 3961 sum of target new = 1.05%

STATISTIC 2008.09.08 23:40:17 3961 sum of md5ed files = 744M (779727492)
STATISTIC 2008.09.08 23:40:17 3961 sum of mdb5ed files = 7.11 %
STATISTIC 2008.09.08 23:40:17 3961 sum internal linked (co py) = 32k (32472)
STATISTIC 2008.09.08 23:40:17 3961 sum internal linked (co mpr) = 6.2M (6543998)
STATISTIC 2008.09.08 23:40:17 3961 sum old linked (copy) = 3 .3G (3515951642)
STATISTIC 2008.09.08 23:40:17 3961 sum old linked (compr) = 6.6G (7094777689)
STATISTIC 2008.09.08 23:40:17 3961 sum unchanged (copy) = 0 .0 (0)
STATISTIC 2008.09.08 23:40:17 3961 sum unchanged (compr) = 0.0 (0)
STATISTIC 2008.09.08 23:40:17 3961 sum new (copy) = 11M (110 90534)
STATISTIC 2008.09.08 23:40:17 3961 sum new (compr) = 99M (10 3507473)
STATISTIC 2008.09.08 23:40:17 3961 sum new (compr), orig Si ze = 321M (336637589)
STATISTIC 2008.09.08 23:40:17 3961 sum new / orig = 32.96%

STATISTIC 2008.09.08 23:40:17 3961 size of md5CheckSum fil e = 16M (16271962)
STATISTIC 2008.09.08 23:40:17 3961 size of temporary db fil es = 0.0 (0
STATISTIC 2008.09.08 23:40:17 3961 precommand duration = 1 s

STATISTIC 2008.09.08 23:40:17 3961 deleted old backups = 0

STATISTIC 2008.09.08 23:40:17 3961 deleted directories =

STATISTIC 2008.09.08 23:40:17 3961 deleted files = 0

STATISTIC 2008.09.08 23:40:17 3961 (only) removed links = 0

STATISTIC 2008.09.08 23:40:17 3961 freed space in old direc tories = 0.0 (0)

STATISTIC 2008.09.08 23:40:17 3961 add. used space in files = 125M (130869969)
STATISTIC 2008.09.08 23:40:17 3961 backup duration = 27m3s

STATISTIC 2008.09.08 23:40:17 3961 over all files/sec (rea | time) = 297.30

STATISTIC 2008.09.08 23:40:17 3961 over all files/sec (CPU time) = 549.22

STATISTIC 2008.09.08 23:40:17 3961 CPU usage = 54.13%

It took about 27 minutes to run the backup.



But look at the number of calculated md5 sums: 50,606. Thisisumber of files, a “normal” backup (which does
not examine the contents) would have saved because a timp ki@ changed or they have moved (I didn’t move
files around, the changes were mainly from OS updates.)eBamkup calculates the md5 sums and recognises
that only 8,100 files (copied + compressd files) have changed.

So only 16% of the files which normally whould have been sawstith be stored. Over the time, this makes a
big differnce in the space you need for your backups. Andra#iyy the files in the backup are compressed (if
reasonable).

Because the backup ran with option lateLinks, | later hadito(via cron) storeBackupUpdateBackup.pl to set all
the links etc.:

INFO 2008.09.09 02:17:52 13323 updating </disk1/store-ba ckup/fschjc-gentoo-all/2008.09.08_23.13.14>
INFO 2008.09.09 02:17:52 13323 phase 1: mkdir, symlink and ¢ ompressing files
STATISTIC 2008.09.09 02:18:18 13323 created 43498 directo ries

STATISTIC 2008.09.09 02:18:18 13323 created 12024 symboli c links

STATISTIC 2008.09.09 02:18:18 13323 compressed 0 files

STATISTIC 2008.09.09 02:18:18 13323 used 0.0 instead of 0.0 0 <- 0)

INFO 2008.09.09 02:18:18 13323 phase 2: setting hard links

STATISTIC 2008.09.09 02:27:55 13323 linked 462267 files

INFO 2008.09.09 02:27:55 13323 phase 3: setting file permis sions

STATISTIC 2008.09.09 02:31:05 13323 set permissions for 48 2442 files

INFO 2008.09.09 02:31:05 13323 phase 4: setting directory p ermissions
STATISTIC 2008.09.09 02:31:47 13323 set permissions for 43 498 directories

It took about 14 minutes to “complete” the backup for 500,60@1es.

4 Components / Programs to use

storeBackup.pl performs the backup, is able to generate a configurationdiiledfelf
storeBackupUpdateBackup.pl| If you choose the option 'lateLinks’ in storeBackup.pl, ilvmot directly
perform all the necessary hard links and is therefore mustiefgespecially
when storing via nfs. This program will check all your depencies and
generate the hard links. As a result, your backup will hagestime struc
ture as calling storeBackup.pl without 'lateLinks’.

storeBackupRecover.pl Recovers files or (sub) trees from the backup. Uncompres=s&tsyres all
permissions and re-creates hard links like they were indhece.

storeBackupVersion.pl Analyse the versions of backed up files.

storeBackupls.pl Lists backed up directories (versions) with additionabnnfiation (week
day, age of backup)

storeBackupDel.pl Delete old backups using the same rules as in storeBackudmisl can be

used to delete backups asynchronously. It can read the ooatiign file of
storeBackup.pl

storeBackupMount.pl You can use this program if you want to make a backup via nfginigs
the server, mounts file system(s), calls storeBackup.plamolnts the file
system(s). It writes a log file and has a detailed error hagdli

storeBackupu.pl Evaluates the disk usage in one or more backup directories.
storeBackupConvertBackup.pl Convert (very) old backups to new format. Only use this ifeBackup.pl
tells you to do.

It Shows atime, ctime and mtime of files.

multitail.pl Allows you to show (multiple) log files. You can also write rtiple log
files to one. It's more robust than ‘tail -f'.

You can get a description of the options by calling the prograbove with option-h .

4.1 Supported Platforms

The storeBackup tools have been reported to run on GNU/LifrueeBSD, Solaris and AlX. They should be
able to run on all Unix platforms. Perl was used as the progreng language, so you need a working perl
implementation for starting one of the programs descriliExe.

StoreBackup is developed and tested on GNU/Linux. For aljams, you will get a short help message if you
call it with option-h .
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4.2 storeBackup.pl
This is the basic program to make a backup. Beside a lot obgtihere are two modes you can use:

1. Directly making a backup and do all the necessary copyiompressing, linking, permission settings etc.
If you are not familiar with storeBackup, you should starthwthis mode.

2. Only do the absolutely necessary and left the rest to BamkaupUpdateBackup.pl which you have to run
later. This is a kind of client / server mode.

usage:
storeBackup.pl --help

or

storeBackup.pl -g configFile
or

storeBackup.pl [-f configFile] [-s sourceDir]
[-b backupDirectory] [-S series] [--print]
[-T tmpdir] [-L lockFile] [--unlockBeforeDel]
[--exceptDirs dirl,dir2,dir3] [--contExceptDirsErr]
[--includeDirs dirl,dir2,dir3]
[--exceptRule rule] [--includeRule rule]
[--exceptTypes types] [--cplsGnu] [--linkSymlinks]
[--precommand job] [--postcommand job] [--followLinks de pth]
[--ignorePerms] [--lateLinks [--lateCompress]]
[--checkBlocksSuffix rule] [--checkBlocksMinSize size]
[--checkBlocksBS]
[--checkBlocksRuleO rule] [--checkBlocksBSO size]
[--checkBlocksCompr0] [--checkBlocksReadO filter]
[--checkBlocksRulel rule] [--checkBlocksBS1 size]
[--checkBlocksComprl] [--checkBlocksReadl filter]
[--checkBlocksRule2 rule] [--checkBlocksBS2 size]
[--checkBlocksCompr2] [--checkBlocksRead?2 filter]
[--checkBlocksRule3 rule] [--checkBlocksBS3 size]
[--checkBlocksCompr3] [--checkBlocksRead3 filter]
[--checkBlocksRule4 rule] [--checkBlocksBS4 size]
[--checkBlocksCompr4] [--checkBlocksRead4 filter]
[--checkDevicesO devs] [--checkDevicesDir0 dir]
[--checkDevicesBSO size] [--checkDevicesComprQ]
[--checkDevicesl devs] [--checkDevicesDirl dir]
[--checkDevicesBS1 size] [--checkDevicesCompri]
[--checkDevices2 devs] [--checkDevicesDir2 dir]
[--checkDevicesBS2 size] [--checkDevicesCompr2]
[--checkDevices3 devs] [--checkDevicesDir3 dir]
[--checkDevicesBS3 size] [--checkDevicesCompr3]
[--checkDevices4 devs] [--checkDevicesDir4 dir]
[--checkDevicesBS4 size] [--checkDevicesCompr4]
[--saveRAM] [-c compress] [-u uncompress] [-p postfix]
[--noCompress number] [--queueCompress number]
[--noCopy number] [--queueCopy number] [--copyBWLimit kb ps]
[--withUserGroupStat] [--userGroupStatFile filename]
[--exceptSuffix suffixes] [--addExceptSuffix suffixes]
[--minCompressSize size] [--comprRule]
[--doNotCompressMD5File] [--chmodMD5File] [-v]
[-d level][--progressReport number] [--printDepth]
[--ignoreReadError] [--ignoreTime time]
[--doNotDelete] [--deleteNotFinishedDirs]
[--resetAtime] [--keepAll timePeriod] [--keepWeekday en try]
[[--keepFirstOfYear] [--keepLastOfYear]
[--keepFirstOfMonth] [--keepLastOfMonth]
[--firstDayOfWeek day] [--keepFirstOfWeek] [--keepLast OfWeek]
[--keepDuplicate] [--keepMinNumber] [--keepMaxNumber]

| [--keepRelative] ]

[-I logFile
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[--plusLogStdout] [--suppressTime] [-m maxFilelen]
[[-n noOfOldFiles] | [--savelLogs]]

[--compressWith compressprog]]

[--logInBackupDir [--compressLoglnBackupDir]
[--logInBackupDirFileName logFile]]
[otherBackupSeries ...]

You have to set at least three optiorsourceDir  and--backupDir . It doesn’t matter if you set them on the
command line, in the configuration file or mixed.

Options which can be used only on command line. There is awapng option (like-file ) and sometimes
also a shortcut{ ).

--help  Generate a long help message with a short description optds.

--generate / -g Generate a template for a configuration file. After genenatfou can edit it with the editor
of your choice. It is recommended to use the configuratioriffijeu want to configure more than a simple
backup.

--print Print the options used (from command liaed from the configuration file) and stop after printing the
options. In case of difficult quoting (especially on the coamd line) this gives you the chance to see what'’s
really used in the program.

-file / -f Name of the configuration file you want to use when callingedackup.pl for a backup run.

The following options can be used on the command line andarctmfiguration file (see section 4.15.1). There
is a long option for the command line (likesourceDir ), sometimes also a shortcut for the command line (like
-s ) and the name of the term used in the configuration file @ikeceDir )).

--sourceDir / -s / sourceDir The path to the directory you want to backup. You can only bpakne
directory with storeBackup.pl. If you want to backup morarttone directory, you can uséncludeDir ,
--excludeDir or the recommended option bettebllowLinks (see below).

--backupDir / -b / backupDir The repository, wherall your backups are stored. If you have one series
of backups (eg. from one computer), this will normally beitmto the directory where your backups are.
In this case, set the following optiosdries ) to “. ”. Example:
backupDir = /backup

series =.

Then you will see your backups directly fimsackup :

$ Is -I /backup

drwxr-xr-x 14 root root 528 Aug 24 21:33 2008.08.22 02.18.43
drwxr-xr-x 14 root root 528 Aug 24 21:33 2008.08.23 02.01.11
drwxr-xr-x 14 root root 528 Aug 24 21:33 2008.08.24 02.03.51
drwxr-xr-x 14 root root 528 Aug 24 21:33 2008.08.24 -13.04.55

If you have different series of backups in your repositopy ywormally will create sub directories for each
different backup series (perhaps from different compjiensl configureseries to these directory names.
Let's assume, you have three different computers to backua’, “joe” and “bill”. Then you can create
three different directories:

$ Is -I /backup

drwxr-xr-x 2 root root 40 Aug 25 17:02 bill

drwxr-xr-x 2 root root 40 Aug 25 17:02 bob

drwxr-xr-x 2 root root 40 Aug 25 17:02 joe

Below these directories, you will find the individual backupr “bill”, “bob” and “joe”. Eg. for “bill” you

will set:

backupDir = /backup

series = bill

Then you will see your backup ibackup/bill

$ Is -l /backup

drwxr-xr-x 11 root root 432 Aug 24 21:33 2008.08.20 02.18.25
drwxr-xr-x 11 root root 432 Aug 24 21:33 2008.08.21 02.11.53
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drwxr-xr-x 11 root root 432 Aug 24 21:33 2008.08.22 02.36.18

drwxr-xr-x 11 root root 432 Aug 24 21:33 2008.08.23 02.17.18

drwxr-xr-x 11 root root 432 Aug 24 21:33 2008.08.24 02.15.45

drwxr-xr-x 11 root root 432 Aug 24 21:33 2008.08.24 13.17.21
--series / -t / series see optiorbackupDir above.

The default value foseries is “default”. To rename an existing series do the following:

e Run storeBackupUpdateBackup.pl so no unresolved latsl(isde optiomateLinks  below) exists.

e Rename the directory below the directory specified withapbackupDir to whatever name you
want.

e Configure this optiongeries to the name of the directory you have chosen in the step hefore

--tmpDir / -T /tmpDir Directory for temporary files, the default value is pickednfrthe environment vari-
able$tmpdir . If it does not exist/tmp is set as the default value.

--lockFile / -L / lockFile storeBackup.pl uses a lock file to avoid it running multipheds. The default
name of the lock file igtmp/storeBackup.lock

--unlockBeforeDel / unlockBeforeDel Remove the lock file before deleting old backups. Defaulbis t
delete the lock file after removing old backups. This “shostehe time for a backup from some perspective.

--exceptDirs / -e / exceptDirs You can specify a list of directories to be excluded from taekup. It
must be aelative pathfrom the point specified with option sourceDir. You can alse wildcards. To give
an example, if all your users reside belsaur ceDi r /home and you want to avoid to backup the directory
tmp in each home directory, you can say:
exceptDirs = home/  */tmp
For interpreting the wildcards, storeBackup.pl uses a.sBel if the resulting list of directories is too long
(about 4K), then this will not work any more. Then you shoute wptiorexceptRule  (see below).

If you want to specify a list of directories, in the configuoatfile simply write:

exceptDirs = home/  =/tmp ’otherdir/temp’

On the command line, simply repeat the option:

-e 'home/ =*/tmp’ -e ’'otherdir/tmp’

Here, quotinghome/ = /tmp is important to avoid the expansion of the term by the shell.

--contExceptDirsErr / contExceptDirsErr storeBackup.pl will continue to backup even if one or more
directories specified withxceptDirs  does not exist. Default is to print and error message and stop

--includeDirs / -i / includeDirs If this option is set, then only files which are in the dire@srspec-
ified here are backed up. StoreBackup.pl will only includesfivhich arenot in the exceptDirs anih the
includeDirs.

This option can be used in the way as described for exceptDirs

--exceptRule / exceptRule If this rule matches, the affected file is excluded from theldog@. The rules are
executed on regular files. You can read more about rules tioset 15.3.

--includeRule / includeRule If a definition for this option exists then only files which rolatthis rule
are backup up. StoreBackup.pl will back up files which aot excluded by the backup andatchthe
includeRule. You can read more about rules in section 4.15.3

--writeExcludeLog / writeExcludeLog This option tells storeBackup.pl to write a file with the nanod
files which have been excluded because of rules. The file wifitbred in the top level of the actual backup
with the namestoreBackup.notSaved.bz2 . It's compressed with bzip2.

--exceptTypes / exceptTypes Do not save the files of the specified type. StoreBackup.phsno
S — file is a socket
b — file is a block special file
¢ — file is a character special file
f —file is a plain file
p — file is a named pipe
| — file is a symbolic link
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Sbc can only be stored if you have gnu-cp in your path and actibeégnucp”” option (see below). If you
specify

exceptTypes = Sbc

then files of these types will not be stored in the backup andvaming will be generated. This rule is
evaluated before “exceptRule” and “includeRule”. If youno exclude some file types in general, use this
option (it's faster and easier to use).

--cplsGnu / cplsGnu If you choose this option, you will be able to backup (andoestfile of typeSbc (see
above). For restauring with storeBackupRecover.pl, ysa aked gnu-cp. If you are using a linux system,
your cp will be gnu cp.

--linkSymlinks / linkSymlinks If you store your backups on a file system which supports hakg Ito
symbolic links, you should activate this option. GNU/Lindaes support this feature. Default is not to hard
link symbolic links.

--precommand / precommand  You can defin@necommand (or script) to be executed before storeBackup.pl
starts the backup. It will only start after the lock file is cked. If the return value of this command/ script is
1= 0, then storeBackup.pl will stop immediately. The outpitthis command to stdin is printed as a warning
to the storeBackup.pl log file, the output to stderr is pdrdas an error.

The cli parameter to this option is parsed like a line in thefiguration file and normally has to be quoted.
This means, you can use parameters, eg.:

precommand = /backup/pre.sh paraml param?2

is the same as:

--precommand '/backup/pre.sh paraml param?2’

--postcommand / postcommand This command is executed after finishing the backup, butrbedfiarting the
deletion of old backups. StoreBackup.pl reports, if the status is !=0.
The cli parameter to this option is parsed like a line in thefiguration file, see option “precommand”.

--followLinks / followLinks If you want to backup more than one directory, you should hiedption.
For instance, if you want to backujpoot , /etc and/home/tom , then you should do (as root) something
similar to:

mkdir /backup

cd /backup

In -s /boot boot

In -s /etc etc

In -s /home/tom home_tom
In -s . backup
storeBacup.pl -g stbu.conf

H o H R HHH

Then you should configure your backup by editing §tleu.conf . Configure (among others):

sourceDir = /backup

followLinks = 1

This will tell storeBackup.pl to take the fist level of symiadinks below/backup like directories. With

In -s . backup

you will get a sub directory inside of your backup which ekactflects/backup .

“followLinks” configures storeBackup.pl to treatlevels of directories or symbolic links as directories.
Simply by adding or deleting a symbolic link to your backupediory, you can add or remove any directory
in your file system to / from your backup.

--ignorePerms / ignorePerms With this option, files in the backup will not necessarily bdtie same per-
missions and owners as the original ones. This speeds upathe . Recovery with storeBackupRecover.pl
will restore the permissions and owners correctly. Theeesaveral possibilities to improve performance,
see section 3.3.2.

--lateLinks / lateLinks This option will reduce youdirect backup time at the cost of a second process
you have to run later. For a local backup onto another disk,will see an improvement of 30-50%. If you
write a backup over nfs, you will see an improvement bgictor of 5 to 10. This value can vary depending
on how many new files you have to backup and how fast your n&tisoSaving over a vpn over the Internet
I measured an improvement with lateLinks by a factor of 70.

If you want to use “lateLinks” you have to read section 4.15.5
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--lateCompress / lateCompress This option can only be used if “lateLinks” is set. Compreasf files>
“minCompressSize” will be done later when starting store@gUpdateBackup.pl. See also section 4.15.5.

--checkBlocksSuffix The configuration is similar texceptSuffix  , a list of suffixes which are checked for
a match, eg\.vdmk for VMware images. They simply mean that the last part of #hekinp must be similar
to what you define here.

The next options described here are only usetiétkBlocksSuffix is set.
See blocked files (section 4.15.4) for more information alioe options with block " in their name.

--checkBlocksMinSize Only files with this minimum size will the treated as blockdddi You can use the
same shortcuts as described in defining rules, see seclibrBdeg. 50M means 50 megabytes. The default
value is 100M.

--checkBlocksBS  Defines the block size in which the files which matches has teptie by storeBackup.pl.
The format is equal toheckBlocksMinSize . The default value is 1M. The minimal value is 10k.

--checkBlocksCompr Defines if the blocks are compressed. Possible valuegarer no, the default value is
no. On the command line, usecheckBlocksCompr  to switch to compression mode.
This flag only affects files selected witheckBlocksSuffix

--checkBlocksRule i Theith rule specifying files to treat as blocked files in the backiqu can define 5 rules,
beginning froncheckBlocksRule0  to checkBlocksRule4
See blocked files (section 4.15.4) for more information alioe options with block " in their name.

--checkBlocksBS i The corresponding block size for the blocks in the backupe défault value is 1 megabyte.
The minimal value is 10k.

--checkBlocksCompr i If set toyes, the blocks will be compressed. The default valueos

--checkBlocksRead i Defines a filter for reading the specified filesourceDir , eg.gunzipor gzip -d This
parameter is useful if you have to save an already compréssagk file. (Using the “blocked file” feature
of storeBackup with already compressed files compresseavasla does not make sense.)

--checkDevices i List of devices (egldev/sdd2 /dev/sdel to backup.

--checkDevicesDir i Directory where the devices are stored in the backelafive path). The image file will
be restored in that directory also if you restore the backiip storeBackupRecover.pl (if you use default
options.) Into this directory storeBackup will create adivéctory which name is generated from the pa-
rameters otheckDevices , eg./dev/sdc  will result in dev _sdc .

--checkDevicesBS i Defines the block size in which the devices specified have tsplieby storeBackup.pl.
The format is equal toheckBlocksMinSize . The default value is 1M. The minimal value is 10k.

--checkDevicesCompr i If settoyes, the blocks will be compressed. The default valueds

--saveRAM / saveRAM Use this option if storeBackup.pl runs on a system with vewyinemory configuration.
You will then see some dbm files in “tmpDir”. This will slow devstoreBackup.pl a little bit, so do this only
if you run into problems without it. On modern computershibsld only be necessary to use this option if
you backup millions of files.

--compress / -c / compress The command, storeBackup.pl uses for compression. Desadip2 .
The cli parameter to this option is parsed like a line in thefiguration file and normally has to be quoted
on the command line. This means, you can use parameters, eg.:
compress = gzip -9
which is similar to:
--compress ’'gzip -9’

--uncompress / -u / uncompress The command storeBackup.pl uses for uncompressing theirfildse
backup with storeBackupRecover.pl. Default izip2 -d ”. It must fit to the parameter of option “com-
press”.

The cli parameter to this option is parsed like a line in thefiguration file and normally has to be quoted
on the command line. This means, you can use parameters, eg.:
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uncompress = gzip -d
which is similar to:
--uncompress 'gzip -d’

--postfix / -p /postfix The postfix storeBackup.pl will use for compressed filessEhiould fit to option
compress. Default i®z2 .

--noCompress / noCompress Maximal number of parallel compression operations. WithUWaANnux, the
default value is chosen automatically as the number of quitesl.

--queueCompress / queueCompress Maximal length of a queue to store files before they are cosgae:
Default value is 1000.

--noCopy / noCopy  Maximal number of parallel copy operations. The defaultieas 1.

--queueCopy / queueCopy Maximal length of a queue to store files before they are cofdiefault value is
1000.

--copyBWLimit / copyBWLimit Limits the maximum bandwidth in KBytes for each copy proceSsore-
Backup.pl uses rsync if you configure this option. Defaull,isvhich means no limit (copying is then done
with cp). The needed bandwidth for compressing or settimg liaks is not set by this option!

--withUserGroupStat / withUserGroupStat Write statistics about used space in sourceDir by user and
groups in the log file.

--userGroupStatFile / userGroupStatFile Write statistics about used space in sourceDir by user and
groups in this file. The file will be overridden each time.

--exceptSuffix / exceptSuffix Do not compress files with these suffixes. On the commandymecan
repeat this option multiple times. The default value is:

exceptSuffix = "\.zip’ '\.bz2’ '\.gz' '\.tgz’ '\.jpg’ '\.g if \.tiff’
\tif \.mpeg’ \.mpg’ \.mp3’ \.ogg’ \.gpg’ \.png’

You should use a backslast) to mask the dot. If you do not do so, the dot is interpretechgscharacter.
If you do not want to compress any file, you can use:
exceptSuffix = . *

--addExceptSuffix / addExceptSuffix If you only want toadd suffixes to the above, use this option. On
the command line, you can repeat this option multiple tinfese the examples above (option exeptSuffix)
how to use it in the configuration file.

--minCompressSize / minCompressSize Files with a size smaller than this value will not be compeéss
The default value is 1024.
If you change this value from one backup to the next (eg. yokentlae fist backup with the default value
and the second with 512), then this change affects only filgslwhave a new content. Files with a content
which exists already in the backup will be linked to the omethie old backup. (So in the example a (new)
file with 600 bytes will not be compressed in the second badkiere already were a file with the same
content in the first backup.)

--comprRule / comprRule As an alternative to optiorsxceptSuffix andminCompressSize . If this rule
is set,exceptSuffix , addExceptSuffix andminCompressSize are ignored. See defining rules (sec-
tion 4.15.3) to understand how to configure rules. You camlefine a rule that the data of serveral uses will
not be compressed for easier restore by the users itself.
The default rule generated from optiexceptSuffix andminCompressSize above is:

comprRule = "\$size > 1024’ and not
\$file =~
N.zip\Z|\.bz2\Z|\.gz\Z|\.tgz\Z|\.jpg\Z|\.gif\Z|\.t IifAZ|\.tiNZ|\.mpeg\Z|\.mpg\Z|
\.mp3\Z|\.ogg\Z\.gpg\Z|\.png\Z/i’

(The line break in the pattern is syntactically not corré&s.only printed for readability.)
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--doNotCompressMD5File / doNotCompressMD5File StoreBackup.pl stores information about each file in
the backup in the top level directory of each backup in a filledamd5CheckSums. It normally is com-
pressed with bzip2. Using this option avoids this compossUse this, if your computer is very slow and
has only one core. It will speed up things a little bit.

chmodMD5File Everybody who wants to use storeBackupRecover needs todéoatead file md5CheckSums
(see option above). Default permission on this file is 0608@ictv means only the one who generated the
backup has access to it. With this option you can give aceesther people. If you do so, this can be a
kind of a security hole: for all filesnd5CheckSums stores md5sum, times, uid, gid, mode (and some other

information).
verbose / -v / verbose Generate verbose messages.
--debug / -d / debug Generates debug messages:

0 — no debug messages (default)

1 — some debug messages

2 — many debug messages

This option is especially helpful in combination with opt®exceptRule and includeRule

--resetAtime / resetAtime Restores the access time in the backups (same as in sowteanges ctime
(time of last modification of file status information). Norhyayou will not use this option.

--doNotDelete / doNotDelete Do all checks what backups should be deleted, but don't @elaything.
This option is useful in combination with storeBackupDEklybich can read the configuration file of store-
Backup.pl. StoreBackupDel.pl can delete old backups ggnchronously.

For understanding the rules what file should be deleted heetkéep*” options below.

--deleteNotFinishedDirs / deleteNotFinishedDirs Delete backups which have not been finished and
are therefore not complete. StoreBackup.pl or storeBdakupl will only delete unfinished backups if
option “doNotDelete” imot set.

--keepAll / keepAll Keep all backups of a series for the specified amount of tirhés i§ like a default value
for all days in option keepWeekday (see below). Deletion of old bpsks done after the actual backup
is finished or with storeBackupDel.pl. The time range haseajpecified in format “dhms”, eg. “10d2h”
means 10 days and 2 hours. To do so is useful if you want to fgpbeidays, because if you define this
exactly, then checking a few minutes or seconds before er ¢tan result in 9 days. StoreBackups internal
calculation is in seconds.

The default value is “30d".

--keepWeekday / keepWeekday  This option overwrites the settings of option keepAll foesjal days of the
week.Mon,Wed:40d5m Sat:60d10m means:
e keep backups from Monday and Wednesday 40 days + 5 minutes
e keep backups from Saturday 60 days + 10 minutes
e keep backups from the rest of the weekdays like specifiedptiammkeepAll.

You can also use the “archive flag” which means not to deletatfected directories because option “keep-
MaxNumber” hits.Mon,Wed:a40d5m Sat:60d10m means:

e keep backups from Monday and Wednesday 40 days + 5 minutehivar
If you have more than “keepMaxNumber” backups, then Mondal/\Wednesday backups falling in
this category will not be deleted.

e keep backups from Saturday 60 days + 10 minutes
If you have more than “keepMaxNumber” backups, then SajuBdekups falling in this category will
be deleted.

e keep backups from the rest of the weekdays like specifiedptiao keepAll. If you have more than
“keepMaxNumber” backups, then they will be deleted if they falling in this category.

On the command line, the parameter to this option is parkediliine in the configuration file and therefore
normally has to be quoted on the command line.
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--keepFirstOfYear / keepFirstOfYear Do not delete the first existing backup of a year. The format is
time period (see option keepAll) with a possible “archivgfla

--keepLastOfYear / keeplLastOfYear Do not delete the last existing backup of a year. The formatiime
period (see option keepAll) with a possible “archive flag”.

--keepFirstOfMonth / keepFirstOfMonth Do not delete the first existing backup of a month. The format
is a time period (see option keepAll) with a possible “aretfiag”.

--keepLastOfMonth / keepLastOfMonth Do not delete the last existing backup of a month. The forsat i
time period (see option keepAll) with a possible “archivegfla

--firstDayOfWeek / firstDayOfWeek Sets the first day of the week for the calculations dependmngm
tions keepFirstOfWeek and keepLastOf\Week.
Default value is “Sun”.

--keepFirstOfWeek / keepFirstOfWeek Do not delete the first existing backup of a week. The format is
time period (see option keepAll) with a possible “archivgfla

--keepLastOfWeek / keepLastOfWeek Do not delete the last existing backup of a week. The format is
time period (see option keepAll) with a possible “archivgfla

--keepDuplicate / keepDuplicate Keep multiple backups of one day up to the specified valugslbider
than specified here, delete all except the oldest backumbfitty. Usage of the “archive” flag is not possible.
The format is like described for option keepAll.
The default value is “7d".

--keepMinNumber / keepMinNumber Keep that minimum of backups. Multiple backups of one day are
counted as one backup. The default value is “10".

--keepMaxNumber / keepMaxNumber  Try to keep only that maximum number of backups. If you haveemo
backups than specified here, the following sequence ofideleill happen:

e Delete all duplicates of a day, beginning with the oldestspe&cept the last of every day.

o If this is not enough, delete the rest of the backups beggwith oldest, buhevera backup with the
“archive flag” or the last backup. See option keepWeekdagitpianations of the “archive flag”.

--keepRelative / -R / keepRelative This is a alternative deletion scheme. If this option is abtpther
keep* options are ignored. On the command line, the paranethis option is parsed like a line in the
configuration file and normally has to be quoted on the comntiaad
This backup deletion scheme allows you to specify the radage of the backups you would like to have
rather then the period over which a backup should be kept.

Imagine that you always want to have the following backuslakble:

1 backup from yesterday
1 backup from last week

1 backup from last month

1 backup from 3 months ago

Note that this is most likelypot what you really want to have, because it simply means thatwwe to do
daily backups and have to keep every backup for exactly 3 hsof@therwise you wouldn’'t always have a
backup that is oéxactlythe requested age.

What you really want to have is therefore probably somethiegthis:

1 backup of age 1 hour to 24 hours/ 1 day

1 backup of age 1 day to 7 days

1 backup of age 14 days to 31 days

1 backup of age 80 days to 100 days
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This is now a very common backup strategy, but you would haffiewdty to achieve this with the usual
keepFirstOf* options, especially if you don’t do backupshaperfect regularity. However, you can imple-
ment it very easily using keepRelative. All you need to wiste

keepRelative = 1h 1d 7d 14d 31d 80d 100d

i.e. you list all the intervals for which you want to have bapk. storeBackup will delete backups in such
a way that you come as close as possible (if you don't do backttpn enough, there is of course nothing
that storeBackup can do) to your requested backup scheme.

Note that this may mean that storeBackup keeps more backapgau think it has to, i.e. it may keep
two backups in the same period. In this case storeBacku$louo the future” and determines that both
backups will *later* be necessary in order to have a backopslf periods. This is also the reason why in
the above example you have somehow implicitly specified #reg 7 days to 14 days, although you didn’t
really want to have a backup in this period - in order to hawkbps in the next period (14 days to 31 days)
you always need to have a backup in the period 7 days to 14 daysla Therefore the syntax doesn'’t allow
you to exclude some periods.

Finally you should be aware that storeBackup shifts all therivals if it cannot find a recent enough backup:
if your first intervals is from 10 days to 20 days, but your mestent backup is actually 25 days old, all
subsequent periods will be extended by 5 days. This enduae# tyou haven't made any backups over a
large period, this period is not taken into account for yoackup scheme. To give an example why this
is useful: if you wanted to have backups 1, 3, 7 and 10 daysmidizen went on vacation for 14 days, it
is pretty unlikely that you want all your backups deleted wlyeu come back, hence storeBackup ignores
these 14 days and keeps the backups appropriately longer.

--progressReport / -P | progressReport Print a progress report after the specified number of files.
--printDepth / -D / printDepth Print depth of actually read directories during the backup.
--ignoreReadError / ignoreReadError Setting this option lets storeBackup.pl ignore read eriorthe

source directory — not readable directories do not causeBazkup.pl to stop processing. This option was
implemented for reading shares from a windows server whoahetimes generated such faults.
Normally, you should not use this option.

--logFile / -I / logFile Name of the log file. Default is stdout.

--plusLogStdout / plusLogStdout If option logFile is set, here you can configure storeBagilgo. also
print the log messages to stdout.

--supressTime / supressTime Suppress the output of the actual time in the log file.

--maxFilelen / -m / maxFilelen Maximal size of a log file. After reaching this size, the log fiill be

rotated (see option noOfOIldFiles) or compressed (seermpévelogs).

--noOfOldFiles / -n / noOfOldFiles Number of old rotated log files, default is 5. With defaultued, it
will look like this:

$ Is -l /tmp/storebackup.log *

-FW------- 1 hjc root 328815 30. Aug 12:12 /tmp/storebackup .log
-FW------- 1 root root 1000087 27. Aug 21:18 /tmp/storeback up.log.1
-FW------- 1 root root 1000038 20. Aug 19:02 /tmp/storeback up.log.2
-PW------- 1 root root 1000094 11. Aug 18:51 /tmp/storeback up.log.3
-FW------- 1 root root 1000147 11. Aug 18:49 /tmp/storeback up.log.4
-FW=------- 1 root root 1000030 11. Aug 18:49 /tmp/storeback up.log.5

Older log files than *.5 have been deleted automatically.

--savelLogs / savelogs Save the log files with a time and date stamp instead of dglétiem after rotating.
(Setting this option overwrites the default value of optimOfOIdFiles.)

--compressWith / compressWith Specifies the program to compress the saved log files (eggwijth-9 ).
Default value i9zip2 .
On the command line, the parameter to this option is parkedliine in the configuration file and normally
has to be quoted on the command line.
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--loginBackupDir / loglnBackupDir Write the log file (also) in the backup directory (default ream
.storeBackup.log , also see option loginBackupDirFileName below). This ldg éis the case may be
does not contain all error messages like the one specifiddoption logFile. (The backup directory must
exist before any message can be written into this log file.)

This is useful for having a (historical) log file, while theltgpal” log file (from option logFile) is useful for
monitoring.

--compressLoglnBackupDir / compressLoginBackupDir The log file in the backup directory will be
compressed if you specify this option.

--loginBackupDirFileName / loginBackupDirFileName File name of the log file to be stored in the
backup directory. Default istoreBackup.log

...otherBackupSeries... / otherBackupSeries On the command line, this is not an option; it is a list
parameter. So you have to write on the command line eg.:

# storeBackup.pl <all_options> 0:server2 0-2:server3

In the configuration file this is similar to:

otherBackupSeries = 0:server2 0-2:server3

Here you can specify a list of other backup directories tosaer for hard linking. The path to their backup
directories must be a relative path from backupDir!

Format (examples):

otherSeries/2002.08.29_08.25.28 -> consider exactly thi s otherSeries
or

O:otherSeries -> last (youngest) in <backupDir>/otherSer ies
1:.otherSeries -> first before last in <backupDir>/otherSe ries
n:otherSeries -> n’th before last in <backupDir>/otherSer ies
3-5:otherSeries -> 3rd, 4th and 5th in <backupDir>/otherSe ries

all:otherSeries -> all in <backupDir>/otherSeries

If you do not specifyotherBackupSeries then automatically the youngest backup from all seriesén th
top level directory you specified with optidrackupDir are considered.

4.3 storeBackupUpdateBackup.pl

You only need to run this program if you use option lateLinksioreBackup.pl. See section 3.3.2 about perfor-
mance why you perhaps want to use this option and section5hbsv to use it.

StoreBackupUpdateBackup.pl does the job of generatiot livéles, directories, symbolic links, compression of
files and setting permissions storeBackup.pl does not doaption lateLinks. Before it starts doing this, it will
check the consistency of your references resulting fronutieeof lateLinks in your backup repository, eg. it de-
tects if one backup is missing.

To correct inconsistencies, use storeBackupUpdateBagkinpnteractive mode (optioninteractive ).
usage:
storeBackupUpdateBackup.pl -b backupDirectory [--autor epair]
[--print] [--verbose] [--debug] [--lockFile] [--noCompr ess]
[--progressReport number] [--checkOnly]
[--logFile

[--plusLogStdout] [--suppressTime] [-m maxFilelen]
[[-n noOfOldFiles] | [--savelLogs]]
[--compressWith compressprog]]

storeBackupUpdateBackup.pl --interactive -b topLevIDir
[--autorepair] [--print]

The only option you have to specify is backupDir, the resthef dptions are optional. This program only accepts
parameters on the command line. It is not possible to usefigcoation file.
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--interactive / -i Interactive mode for repairing / deleting currupted backengated with option lateLinks.

--backupDir  The repository, wherall your backups are stored. If you have one series of backudr@@y.
one computer), this will normally be similar to the diregtavhere you backups are. The meaning of this
parameter is similar to the option backupDir of storeBaglage section 4.2.

--autorepair / -a If storeBackupUpdateBackup.pl detects inconsistencigistwdo not harm your reposi-
tory, it will repair the reference files automatically withtaasking you. It will only write an ERROR message
in the log file and tells you what it repaired.

If you eg. delete youtast backup with lateLinks withrm (which you should not do before successfully
running this program!), then the internal referencinganite of your backups is inconsistent. StoreBack-
upUpdateBackup.pl (and also storeBackup.pl) will recegnthat a backup which referenced to another one
is missing. But correcting the reference structure doe$eamt to a loss of data, so this is an example when
it can be repaired without user intervention. (For morerimfation see section 4.15.6 about special files.)

--print Prints the options used and stops after printing the optitmsase of difficult quoting (especially on
the command line) this gives you the chance to see whatlynesed in the program.

--verbose / -v Generate verbose messages.
--debug / -d Generate detailed information about linking, compressang

--lockFile / -L Specify a lock file. If the lock file exists and a process with itth stored in it is running, then
the program will immediately stop to avoid running it mulégimes (which is a very bad idea). The default
is /tmp/storeBackupUpdateBackup.lock . You should also not run storeBackupUpdateBackup.pl in
parallel to storeBackup.pl.

--noCompress / noCompress Maximal number of parallel compression operations. Defaallue is chosen
automatically as the number of cores plus 1.

--checkOnly / -c Do not perform any action, only check the consistency. Usdanicombination with option
—debug to get detailed information.

--progressReport Print a progress report:
after eaclmumberfiles when compressing
after eacmumber * 1000iles when linking
after eaclmumber * 10000iles when performing chmod

--logFile / -l / logFile Name of the log file. Default is stdout.

--plusLogStdout / plusLogStdout If option logFile is set, here you can configure storeBagilio. also
print the log messages to stdout.

--supressTime / supressTime Suppress the output of the actual time in the log file.

--maxFilelen / -m / maxFilelen Maximal size of a log file. After reaching this size, the log fiill be

rotated (see option noOfOIdFiles) or compressed (seerptivelogs).

--noOfOldFiles / -n / noOfOldFiles Number of old rotated log files, default is 5. With defaultued, it
will look like this:

$ Is -l /tmp/storebackup.log *

-FW------- 1 hjc root 328815 30. Aug 12:12 /tmp/storebackup .log
-TW------- 1 root root 1000087 27. Aug 21:18 /tmp/storeback up.log.1
-PW------- 1 root root 1000038 20. Aug 19:02 /tmp/storeback up.log.2
-FW------- 1 root root 1000094 11. Aug 18:51 /tmp/storeback up.log.3
-FW------- 1 root root 1000147 11. Aug 18:49 /tmp/storeback up.log.4
-TW------- 1 root root 1000030 11. Aug 18:49 /tmp/storeback up.log.5

Older log files than *.5 have been deleted automatically.

--savelLogs / savelogs Save the log files with a time and date stamp instead of dgl#tiam after rotating.
(Setting this option overwrites the default value of optim©OfOldFiles.)
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--compressWith / compressWith Specifies the program to compress the saved log files (eggwijth-9 ).
Default value izip2 .
On the command line, the parameter to this option is parkedaliine in the configuration file and normally
has to be quoted on the command line.

4.4 storeBackupRecover.pl
Restores the backup tree or parts of the backup tree.

storeBackupRecover.pl -r restore [-b root] -t series [--fl at]
[-0] [--tmpdir] [--noHardLinks] [-p number] [-v] [-n]
[--cplsGnu] [--noGnuCp]

To restore one file or a small number of files, the easiest way isse cp or a file system browser. This tool is
intended to restore (and if necessary uncompress filesgcteates the backed up data in the same way it was
in the original source directory: permissions are set (eiveption ignorePerms was set in storeBackup.pl; this
option affects only the permissions in the backup tree) dsal existing hard links which were in the source tree
are reconstructed.

You have to use at least two options: restoreTree and s&ieseBackupRecover.pl only supports command line
arguments.

--restoreTree / -r Backup tree or part of a backup tree to restore. The easigsiovastore something is to
go into the backup directory where the tree you want to reswlocated. | now assume its namenigdir .
Then type:

# storeBackupRecover.pl -r mydir -t /tmp/myRestorePlace
where/tmp/myRestorePlace is the place where you want that directory and all of its conte be re-
stored (see option series).

--backupRoot / -b Normally there should be no need to use this option! When gestore a directory, store-
BackupRecover.pl does this by searching.fod5CheckSum.info ~ which is in the root directory of each
backup. Ifit find more than one of these files it generates daRER message. This normally will happen if
you make a storeBackup backup of a storeBackup backup ardevastore.

If you get an error message like “found info file a second timé&,.you need to specify the root of this
backup (where you recover with option restoreTree).

--series / -t The directory where you want the recovered files to be stotddless you use option flat,
storeBackup always restores the complete backup path toehgou specified with option restoreTree.

--flat The directory structure is not restored. All files are stat@dctly in “series”. This is only useful if you
recover a small number of files.

--overwrite / -0 Overwrite existing files. Normally not a good idea. It's leetto restore in a separate
directory an move files around later.

--tmpDir / -T /tmpDir Directory for temporary files, default is picked from enviroent variabl&tmpdir
If It does not exist/tmp is set as the default value.

--noHardLinks Do not reconstruct hard links in the restore tree, alwayy €itgs.

--noRestoreParallel / -p Maximal number or parallel started processes to uncomphesgiles in the
backup. Default is 12.

--verbose / -v Print verbose messages.

--noRestored / -n At the end of restoring, print the number of restored dirsdhiaks, symbolic links, files,

--noGnuCp If you configured storeBackup.pl to use gnucp (option cplsGeo it can backup special files like
character devices, then storeBackupRecover.pl readitbisnation in the backup. But If the computer
where you restore the backup has no gnucp installed, youarafigare storeBackupRecover.pl not to use
cp.

If you made your backup without gnucp, storeBackcupRecpheill not use it's functionality. There’s no
need to do so, because no special files could be backed up.
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4.5 storeBackupVersion.pl

storeBackupVersion.pl locates different versions of addeed with storeBackup.pl. This is the right program if
you want to see how many different versions of a specific fiisteand where a file with a specific contents is
located anywhere in a backup series.

If you want to make a more “high sophisticated” search depanain file names, sizes, dates or other stuff, have a
look at storeBackupSearch, see section 4.6.

storeBackupVersion.pl -f file [-b root] [-v]
[-I [-a | [-s] [-u] [-9] [-M] [-c] [-m]]]
This program only accepts options on the command line. Theaption you have to set is file.

-file / -f The name (and path) of the file in the backup. Write the file narsetly as it is written in the
backup.

--backupRoot / -b Normally there should be no need to use this option! When gatore a directory, store-
BackupRecover.pl does this by searching.fod5CheckSum.info ~ which is in the root directory of each
backup. Ifit find more than one of these files it generates daRER message. This normally will happen if
you make a storeBackup backup of a storeBackup backup ancdteveestore.

If you get an error message like “found info file a second timé,.you need to specify the root of this
backup (where you recover with option restoreTree).

--verbose / -v Print verbose messages.

--locateSame / -l Locate files with the same contents in the backup.
--showAll / -A sameass -u -g -M -c -m

--size / -s show the size (human readable) of the source file

--uid / -u show the uid of the source file

--gid / -g show the gid of the source file

--mode / -M show the permissions of the source file

--ctime / -c show the creation time of the source file

--mtime / -m  show the modify time of the source file

--atime / -a show the access time of the source file

4.6 storeBackupSearch.pl

storeBackupSearch.pl allows you to search in specific hagkin a backup series or in all backups under back-
upDir. You can define any rule build from combinations of fiemme, size, mode (permissions), owner (uid, gid),
creation time, modify time and file type — naturally the onéthe original source directory.

See section 4.15.3 how to define rules. It will help you if yavd at least some very basic knowledge about
scripting or programming.

storeBackupSearch.pl -g configFile

storeBackupSearch.pl [-f configFile] [-b backupDirector vyl
[-s rule] [--absPath] [-w file] [--parJobs number]
[-d level] [--once] [--print] [backupRoot . . .]

This program allows you to set option on the command line ara ¢onfiguration file. You have to set options
backupDir and searchRule.

First, the options which can be used only on command line.r& ieealways a long option (likefile ) and
sometimes also a shortcut ().
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--generate / -g Generate a template for a configuration file. After genenatjou can edit it with the editor
of your choice. It is easier to write rules in the configuratfde, because on the command line the shell
strips quotes.

--print Prints the options used (from command lared from the configuration file) and stops after printing the
options. In case of difficult quoting (especially on the coamd line) this gives you the chance to see what’s
really used in the program.

-file / -f Name of the configuration file you want to use.

The following options can be used on the command line andarctimfiguration file (see section 4.15.1). There is
a long option for the command line (likesearchRule ), sometimes also a shortcut for the command line (like
-s ) and the name of the term used in the configuration file @gachRule )).

--backupDir  / backupDir The repository, wherall your backups are stored. If you have only one series of
backup (eg. from one computer), this will normally be simitathe directory where you backups are. The
meaning of this parameter is similar to the option backupbstoreBackup, see section 4.2.

--searchRule / -s / searchRule rule for searching, see section 4.15.3 how to define rules.
--absPath / -a / absPath the files found will be printed with absolute path names
--writeToFile / -w / writeToFile write the result of the search to the specified file, defaidtdout

--parJobs / -p / parJobs Maximum number of parallel search operations. The defaalliesis chosen
automatically as the number of cores plus 1.

--debug / -d / debug debug level, possible values are 0, 1, 2; default=0

--once / -0 / once show every file found only once (depending on the contengeertisely the md5 sum of
each file)

...backupRoot... / backupRoot On the command line, this is not an option; this is a list patam So
you have to write on the command line eg.:

# storeBackupSearch.pl <all_options> 2008.08.27_16.59. 01 2008.08.30_10.13.38

In the configuration file this is similar to:

backupRoot = 2008.08.27 _16.59.01 2008.08.30 _10.13.38

You can define gelative pathto directories below backupDir where to search. This candpeaific backup
itself (like in this example), a whole backup series or aawey in which directories with backup series are
stored (and so on). You can configure storeBackupSearchsphtrch in multiple directories.

If you do not specify any directory, then all backups belowkgpDir are used for the search.

You need read permissions for tmed5CheckSum. = -files in the backups.

4.7 storeBackupls.pl
storeBackupls.pl gives you information about the age atetide rules of a backup series.

storeBackupls.pl -f configFile [--print] [storeBackup-d ir]
storeBackupls.pl [-v] [--print] storeBackup-dir

There are two possible styles to call it (with examples):

# [opt/test/storeBackup/bin/storeBackupls.pl .

Fri Jul 04 2008 2008.07.04_20.17.13 -61

Sat Jul 05 2008  2008.07.05_21.19.09 -60
Sun Jul 06 2008  2008.07.06_17.38.22  -59
Mon Jul 07 2008  2008.07.07_17.31.43  -58
Fri Jul 11 2008 2008.07.11_19.20.14 -54

Sat Jul 12 2008  2008.07.12_18.17.21  -53
Sun Jul 13 2008  2008.07.13_17.07.53  -52
Mon Jul 14 2008  2008.07.14_06.28.29  -51

oO~NO O WNBE
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9 Tue Jul 15 2008 2008.07.15_07.44.41  -50
10 Wed Jul 16 2008 2008.07.16_17.56.35  -49
11 Thu Jul 17 2008 2008.07.17_10.13.47  -48
12 Fri Jul 18 2008 2008.07.18_14.13.26  -47
13 Sat Jul 19 2008  2008.07.19_16.03.40 -46
14  Fri Jul 25 2008 2008.07.25_09.29.39  -40
15 Mon Jul 28 2008 2008.07.28_19.01.04 -37
16 Wed Jul 30 2008 2008.07.30_17.25.43  -35
17 Thu Jul 31 2008 2008.07.31_16.45.56 -34
18 Fri Aug 01 2008  2008.08.01_16.43.56  -33
19 Mon Aug 04 2008  2008.08.04_17.26.42 -30
20 Thu Aug 07 2008  2008.08.07_16.16.21  -27
21 Fri Aug 08 2008  2008.08.08_20.59.46  -26
22 Sat Aug 09 2008 2008.08.09_20.48.31  -25
23 Sun Aug 10 2008  2008.08.10_14.29.18 -24
24 Mon Aug 11 2008  2008.08.11_19.51.32  -23
25 Tue Aug 12 2008  2008.08.12_14.13.02  -22
26 Wed Aug 13 2008 2008.08.13_20.41.43 -21
27 Thu Aug 14 2008  2008.08.14_16.44.02 -20
28 Fri Aug 15 2008  2008.08.15_19.47.29  -19
29 Mon Aug 18 2008  2008.08.18_18.29.06  -16
30 Tue Aug 19 2008  2008.08.19_17.58.42  -15
31 Wed Aug 20 2008 2008.08.20_18.53.46  -14
32 Thu Aug 21 2008  2008.08.21_19.56.03 -13
33 Fri Aug 22 2008  2008.08.22_23.32.10 -12
34 Sun Aug 24 2008  2008.08.24_12.57.36  -10
35 Tue Aug 26 2008  2008.08.26_10.34.06 -8 not finished
36 Tue Aug 26 2008  2008.08.26_10.59.46 -8
37 Tue Aug 26 2008  2008.08.26_13.07.08 -8

You see, that backup number 35 was not finished. Using op&dioge results in:

# lopt/test/storeBackup/bin/storeBackupls.pl -v .

37 Tue Aug 26 2008 2008.08.26_13.07.08 -8

version -> 1.3

date -> 2008.08.26 13.07.08

sourceDir -> '/backup’

followLinks -> 1

compress -> ’bzip2’

uncompress -> ’'bzip2' '-d’

postfix -> '.bz2’

exceptSuffix -> '.bz2' ".gif' ".gpg’ '.gz' ".jpg’ ".mp3’ . mpeg’ .mpg’ .ogg’ '.png’ .tgz' tif' tiff' ".zip’
exceptDirs -> '/backup/home_hjc/nosave’

includeDirs ->

exceptRule -> '$file =~ /arconis. *tib/" ‘or' '$file =" m#/te?mp/# 'or '$file =" m#/\.thumbn ails/#'
includeRule ->

exceptTypes ->

preservePerms -> yes

lateLinks -> yes

lateCompress -> no

cplsGnu -> yes

Only the output for the last backup is shown here. You canwba&h options of storeBackup.pl where used to
generate the backup.

storeBackupls.pl -f configFile [--print] [storeBackup-d il or

storeBackupls.pl --file configFile [--print] [storeBack up-dir]

Here it will read the configuration file of storeBackup.pl aetls something about the deletion status of each
backup:

# storeBackupls.pl -f /backup/stbu-gentoo.conf .

WARNING backup <./2008.08.26_10.34.06> not finished
analysis of old Backups in <.>:
Fri 2008.07.04_20.17.13 (61): will be deleted
Sat 2008.07.05_21.19.09 (60): keepWeekDays(60d)
Sun 2008.07.06_17.38.22 (59): keepWeekDays(60d)
Mon 2008.07.07_17.31.43 (58): keepWeekDays(60d)
Fri 2008.07.11_19.20.14 (54): keepWeekDays(60d)
Sat 2008.07.12_18.17.21 (53): keepMinNumber30, keepWeek Days(60d)
Sun 2008.07.13 17.07.53 (52): keepMinNumber29, keepWeek Days(60d)
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Mon 2008.07.14_06.28.29 (51): keepMinNumber28, keepWeek Days(60d)

Tue 2008.07.15_07.44.41 (50): keepMinNumber27, keepWeek Days(60d)
Wed 2008.07.16_17.56.35 (49): keepMinNumber26, keepWeek Days(60d)
Thu 2008.07.17_10.13.47 (48): keepMinNumber25, keepWeek Days(60d)
Fri 2008.07.18_14.13.26 (47): keepMinNumber24, keepWeek Days(60d)
Sat 2008.07.19_16.03.40 (46): keepMinNumber23, keepWeek Days(60d)
Fri 2008.07.25_09.29.39 (40): keepMinNumber22, keepWeek Days(60d)
Mon 2008.07.28_19.01.04 (37): keepMinNumber21, keepWeek Days(60d)
Wed 2008.07.30_17.25.43 (35): keepMinNumber20, keepWeek Days(60d)
Thu 2008.07.31_16.45.56 (34): keepMinNumber19, keepWeek Days(60d)
Fri 2008.08.01_16.43.56 (33): keepMinNumberl8, keepWeek Days(60d)
Mon 2008.08.04_17.26.42 (30): keepMinNumberl7, keepWeek Days(60d)
Thu 2008.08.07_16.16.21 (27): keepMinNumberl6, keepWeek Days(60d)
Fri 2008.08.08 20.59.46 (26): keepMinNumberl5, keepWeek Days(60d)
Sat 2008.08.09_20.48.31 (25): keepMinNumberl4, keepWeek Days(60d)
Sun 2008.08.10_14.29.18 (24): keepMinNumberl3, keepWeek Days(60d)
Mon 2008.08.11_19.51.32 (23): keepMinNumberl2, keepWeek Days(60d)
Tue 2008.08.12_14.13.02 (22): keepMinNumberll, keepWeek Days(60d)
Wed 2008.08.13_20.41.43 (21): keepMinNumberl10, keepWeek Days(60d)
Thu 2008.08.14_16.44.02 (20): keepMinNumber9, keepWeekD ays(60d)
Fri 2008.08.15 19.47.29 (19): keepMinNumber8, keepWeekD ays(60d)
Mon 2008.08.18_18.29.06 (16): keepMinNumber?7, keepWeekD ays(60d)
Tue 2008.08.19 17.58.42 (15): keepMinNumber6, keepWeekD ays(60d)
Wed 2008.08.20_18.53.46 (14): keepMinNumber5, keepWeekD ays(60d)
Thu 2008.08.21_19.56.03 (13): keepMinNumber4, keepWeekD ays(60d)
Fri 2008.08.22_23.32.10 (12): keepMinNumber3, keepWeekD ays(60d)
Sun 2008.08.24 12.57.36 (10): keepMinNumber2, keepWeekD ays(60d)
Tue 2008.08.26_10.59.46 (8): will be deleted

Tue 2008.08.26_13.07.08 (8): keepMinNumberl, keepWeekDa ys(60d)

. and using option —print we see the parameters used frematmmand line:

# storeBackupls.pl -f /backup/stbu-gentoo.conf . --print
combined configuration and command line options
options with parameters:

file </backup/stbu-gentoo.conf>

firstDayOfWeek <Sun>

keepAll <60d>

keepDuplicate <7d>

keepFirstOfMonth <undef>

keepFirstOfWeek <undef>

keepFirstOfYear <undef>

keepLastOfMonth <undef>

keepLastOfWeek <undef>

keepLastOfYear <undef>

keepMaxNumber <0>

keepMinNumber <30>

keepRelative <undef>

keepWeekday <undef>

options without parameters:

list parameters:

<>

4.8 storeBackupDel.pl

storeBackupDel.pl deletes old backups regarding the nydesdefined. These rules (keep*) are described as
options of storeBackup.pl in section 4.2. You should conigastoreBackup.pl with a configuration file and read
this configuration file with storeBackupDel.pl if you wantdelete old backups asynchronously from the backup
itself (see also Example 6, section 5.7).

$prog [-f configFile] [--print]
[-b backupDirectory] [-S series] [--doNotDelete]
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[--deleteNotFinishedDirs] [-L lockFile]

[--keepAll timePeriod] [--keepWeekday entry] [--keepFir stOfYear]
[--keepLastOfYear] [--keepFirstOfMonth] [--keepLastOf Month]
[--keepFirstOfWeek] [--keepLastOfWeek]

[--keepDuplicate] [--keepMinNumber] [--keepMaxNumber]

[-I logFile

[--plusLogStdout] [--suppressTime] [-m maxFilelen]

[[-n noOfOldFiles] | [--savelLogs]

[--compressWith compressprog]]

You have to set at least two optionsbackupDir  and--series . It doesn’t matter if you set them on the
command line, in the configuration file or mixed.

First the options which can be used only on command line. 8 lsealways a long option (likeconfigFile )
and sometimes also a shortct J.

--print Prints the options used (from command lared from the configuration file) and stops after printing the
options. In case of difficult quoting (especially on the coamd line) this gives you the chance to see what'’s
really used in the program.

--configFile / -f Name of the configuration file you want to use.

You can easily overwrite options in the configuration filep@sally changing backupDir and unsetting doNot-
Delete) on the command line. See also section 4.15.1.
The following parameters are identical to the ones in staokBp.pl:

e backupDir

e series

e lockFile

e doNotDelete

o deleteNotFinishedDirs
e keepAll

o keepWeekday

o keepFirstOfYear
e keeplLastOfyear
e keepFirstOfMonth
e keepLastOfMonth
o firstDayOfWeek
o keepFirstOfWeek
e keepLastOfWeek
e keepDuplicate

e keepMinNumber
o keepMaxNumber
e keepRelative

¢ logFile

e plusLogStdout

e suppressTime
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o maxFilelen
e noOfOldFiles
e savelogs

e compressWith

4.9 storeBackupMount.pl

storeBackupMount.pl gives you a “script” to mount the nekdieectories for the backup, start storeBackup.pl and
umount the directories. Before trying to mount, it can cheiekping if a server is reachable. If these directories
are always (or already) mounted, there is no need to useBstokepMount.pl.

storeBackupMount.pl -c configFile [-s server] [-] logFile ]
[-d] [-p pathToStoreBackup] [-k killTime] [-m] mountPoint S...
To be able to mount the directories, you need an entrgtirifstab like the following ones:

/dev/sda5 /add reiserfs noatime 0 1
lotte:/diskl /backup nfs rsize=8192,wsize=8192,user,ex ec,async,noatime 1 1

The first mount pointadd is on a local device. In this example, it's the device with a fil/stem to be saved.
The second onelfackup ) is located or/diskl  on the nfs server lotte. The rest are nfs parameters — see
section 4.15.7 about the configuration of nfs.

If you have these kind of entries latc/fstab , You can mount the file systems with:

mount /add

mount /backup

and that'’s exactly what storeBackupMount.pl does.

You must at least configure option —configFile.
The command line options storeBackupMount.pl accepts are:

--server | -s Name or ip address of the of the nfs server. Default is “loasth This name is used for
pinging.
--configFile / -c Configuration file for storeBackup.pl. StoreBackupMoulrepds optioogFile from the

configuration file of storeBackup.pl. If this log file is difnt from the one specified for this program, then
the storeBackup.pl log file is read online and the lines airggut into the log file of storeBackupMount.pl.
This is especially useful if the log from storeBackupMophis directed to stdout.

--logFile / -l Log file for this process, defaultis stdout. You can log ifte same log file as storeBackup.pl.
If storeBackup.pl writes to stdout, this output will be nestited into this log filebut not till then it finished

--debug / -d Generate some extra messages.

--pathStbu / -p Path to storeBackup.pl. Has to be set if storeBackup.pltismgour environment variable
$PATH
--killTime / -k Time until storeBackup.pl will be killed if it didn’t finish éfore. The time range has to be

specified in format ‘dms’, eg. 10d4h means 10 days and 4 hours.
Default are 365 days.

--keepExistingMounts / -m If some mounts already exists at starting time of the progi@mot umount
these mounts after running storeBackup.pl.

...mountPoints... List of mount points needed to perform the backup. This mesa flist of paths which
have to be defined in /etc/fstab.

exit status:

0 everythingis fine

1 error message from storeBackup.pl
2 error from storeBackupMount.pl

3 error from both programs
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4.10 storeBackupCheckBackup.pl

storeBackupCheckBackup.pl verifies the consistency ofcklgaby using the md5 sums generated during the
backup in.md5CheckSums (see section 4.15.6) and compares these with just caldubatkes.

storeBackupCheckBackup.pl -b backupDir [-v level] [-p num ber] [backupRoot...]
--print print the configuration parameters and stop processing

--backupDir  The repository, wherall your backups are stored. If you have one series of backudr@@y.
one computer), this will normally be similar to the diregtavhere you backups are. The meaning of this
parameter is similar to the option backupDir of storeBaclege section 4.2.

You have to specify this parameter.

--verbose / -v Verbose. Print some extra messages so you see what's hagpeni

--parJobs / -p / parJobs Maximum number of parallel search operations. The defaalltesris chosen
automatically as the number of cores plus 1.

backupRoot... Root directories of backups where to search relative tolgaldk. If no directories are specified,
all backups below backupDir are chosen.

4.11 storeBackupdu.pl
storeBackupdu.pl evaluates the disk usage in one or more backup direstor
storeBackup_du.pl [-v] [-I] backupdirs ...

--verbose / -v Print accumulated values for multiple versions (days) akied up files. Shows the steps when
calculating the space used by the specified backups

--links / -l Also print statistic about how many links the files have anal hauch space this saves.

...backupdirs... the backup directories to evaluate

4.12 storeBackupConvertBackup.pl

You only have to call this program when storeBackup.pl tgdis to do so.
converts old backups created with storeBackup.pl to theesewersion
current version of the backup formatis 1.3

you can see the version by typing:

head -1 < ...<storeBackupDir>/date_time/.md5CheckSums. info
Call storeBAckupConvertBackup.pl with the backup direie®to convert:

storeBackupConvertBackup.pl storeBackup-dir

4.13 it
list create, access and modification times of files
It [-r] [-] [-a]-m|-c] [files] [dirs]
--help / -h print a help message
--reverse /| -r sort in reverse order according to file names
--insensitive / -i sort case insensitively

--access / -a sort according to access time

--modification / -m sort according to modification time
--creation / -c sort according to creation time
--unixTime / -u show Unix time (unsigned integer)
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4.14 multitail.pl

multitail.pl reads one or multiple log files. The files read te written in anther log file and saved. This way, you
can mix multiple log files.
It's very robust, so it doesn’t care if a file is deleted, movedewly created. You can also start it with a file name
which does not exist at that time.
multitail.pl [-a] [-d delay] [-p begin|end] [-1]
[-0 outFile [-m max] [-P]
[[-n noFiles] | [-s [-c compressprog]] ]
] files...

All options are optional, you simply have to use one or mogefie names as parameter.
--addName / -a  Add the file name from which the line is read to the output.

--delay / -d Delay in seconds between checking each file for new data. alue can by smaller than 1, eg.
0.2 . The default value is 5.

--position / -p Read from the begin or end of the file; allowed parameterseagén or end. Default is
begin .

--withTime -t Add a time stamp to the output.
--out / -0 write output to a file, default is stdout

--maxFilelen / -m Maximal size of a log file. After reaching this size, the log filill be rotated (see option
noOfOIldFiles) or compressed (see option savelLogs).

--withPID / -P write pid of multitail.pl to the log file; default is not to wg it

--maxlines / -l Maximum number of line to read in one chunk from a log file. Ddtfes 100. If you configure
“-delay 3 "then every three seconds multitail.pl will read a maximuhi@0 lines. The reason for this
restriction is to avoid that multitail.pl will consume tooueh power if a log file is written too heavily.

--noOfOldFiles / -n Number of old rotated log files, default is 5. With defaultwes, it will look like this:

$ Is -l /tmp/storebackup.log *

-FW------- 1 hjc root 328815 30. Aug 12:12 /tmp/storebackup .log

-FW------- 1 root root 1000087 27. Aug 21:18 /tmp/storeback up.log.1

-FW------- 1 root root 1000038 20. Aug 19:02 /tmp/storeback up.log.2

-PW------- 1 root root 1000094 11. Aug 18:51 /tmp/storeback up.log.3

-FW------- 1 root root 1000147 11. Aug 18:49 /tmp/storeback up.log.4

-FW------- 1 root root 1000030 11. Aug 18:49 /tmp/storeback up.log.5

Older log files than *.5 have been deleted automatically.

--savelLogs / -s Save the log files with a time and date stamp instead of dglétiem after rotating. (Setting
this option overwrites the default value of option noOfQld§.)

--compressWith / -c Specifies the program to compress the saved log files (eggwifth-9 ). Default value
is bzip2 .
On the command line, the parameter to this option is parkedaliine in the configuration file and normally
has to be quoted on the command line.

4.15 General concepts
4.15.1 configuration file and command line

In all these programs a module is used which can handle théioation of command line and configuration file
usage. Because in all programs always the same module isthisediescription is valid for all of them. Neverthe-
less, there are some programs which support both interfakestoreBackup.pl) and others which support only
command line (like storeBackupMount.pl). In general, pamgs which support a complex configuration have both
interfaces, while the ones with a more simple configuratiolly support command line.
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configuration file
The structure of the configuration file is:

keyword = list of parameters
There is no difference in writing:
keyword=list  of parameters

If you have too much parameters for an optical nice lengthefine in the configuration file, you can continue in
the next line if you add one or more white space (space or tethei beginning of that line:

keyword = list of parameters but now really really really
too much for one single line

You can add comments by setting a hash sign at the beginnitjrod:
# this is a comment

You can also make a comment by typing a semicolon (;) at thenbeg of a line. For better readability, store-
backup uses this when writing (not specified) keywords irfigomation files.
You can use environ variables like in a shell, herefitg\R

keyword = $VAR ${VAR}var

If $VARwas set toxXX this will be equal to:

keyword = XXX XXXvar

You can use quotes:

keyword = 1 2 "1 2" '1 2 $VAR "$VAR 1" '$VAR’ '$VAR 1’

This will be expanded (internally) to (the brackets are ardgd to show the grouping of parameters, they do not
exist in reality):

keyword = <1> <2> <1 2> <1 2> <XXX> <XXX 1> <$VAR> <$VAR 1>
Next thing you can do is masking of special characters. @pelaracters you can mask with backslastafe:
$ { } " l

It depends on the keyword, how many “words” you can assighémt There are also underlying rules, that some
keywords are only allowed if others are set. And finally, ribtlaracters are allowed for all keywords.

command line
On the command line, you always have a long option and sorastarshortcut. The long option begins with,
while the short one simply begins with-a Example:

# storeBackup.pl --file backup.config
# storeBackup.pl -f backup.conf

is equivalent. This also shows an option, which can havetxaneparameter (the file name).
There are others option which can have more than one paramete

# storeBackup.pl .... -e /proc -e /tmp -e /varitmp

In this example, optiore (same as-exceptDirs ) is used to define multiple directories not to backup. You can
simply repeat the option. It does not matter if you use thglonthe short form or a mixture of them.

Now let’s look at an option to define the program to uncomptiesdiles in the backup. Let’s choogeip -d , a
program with a parameter:

# storeBackup.pl .... --uncompress "gzip -d"

As documented in the description of storeBackup.pl in sedti2, the parameter of this option is parsed as if it
were written in the configuration file (the quoting is striddey the shell):

uncompress = gzip -d

In this way, storeBackup.pl will see two parameteys and-d ) of option--uncompress
Sometimes, you can also use list parameters (parametéisuvan option). Eg. in storeBackup.pl they are called
otherBackupDirs
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bringing both together

In some programs (like storeBackup.pl) you can use both camartine options and a configuration file. Normally,
it's easier to use and more clearly arranged by using thegunatiion file.

But in some situations it's very convenient to be able to ewie an option set in the configuration file. You can
simply do this by additionally setting that option on the coand line. In programs delivered with storeBackup
the command line will overrule the settings in the configiorafile.

There is one special kind of situation when this normally ldooot be possible. Imagine, you wrote in the
configuration file of storeBackup.pl:

doNotDelete = yes

This means, storeBackup.pl will not delete any old backgzalise you want to do this later with storeBack-
upDel.pl. But the only thing storeBackupDel.pl has to offean option as a flag-doNotDelete ~ which only
meansyesin the configuration file. There’s no special option to say Instead of introducing dozens of options
for such cases, these programs use the following syntax:

# storeBackupDel.pl -f backup.config --unset doNotDelete

This will “unset” thedoNotDelete option set in the configuration file.
You can also write:

# storeBackupDel.pl -f backup.config --unset --doNotDele te

which is the name of this option on the command line.

For list parameters, there is a mapping from the list pararaewithout option to a special option in the con-
figuration file — for storeBackup.pl thatstherBackupDirsfor storeBackupSearch.pl itlsackupRoat This is
documented for the individual programs (see description).

4.15.2 Deletion of old Backups

The more standard Approach

StoreBackup gives you a lot of possibilities to delete ordelete your old backups. If you have a backup which
should never be deleted, the simplest way to achieve thisrentame its name, eg:

$ mv 2003.07.28 _06.12.41 2003.07.28 _06.12.41-archive

IMPORTANT: If you use option lateLinks of storeBackup.plyalo this after a successful run of storeBackupUp-
dateBackup.pl!

To archive with a simple renaming is possible because staralp.pl and storeBackupDel.pl only delete directo-
ries which matclexactlythe pattern YYYY.MM.DD.hh.mm.ss .

The most simple way to delete a specific directory is toruserf . Do not do this if you use option lateLinks
of storeBackup.plif you want to delete backups which are too old depending tesruhere are several options
you can choose. You can specify the time to keep old backupghebasis of weekdays (with a default value
for all weekdays in keepAll which can be overwritten with g#éeekday). You can also specify to keep them
with keepFirstOfYear, keepLastOfYear, keepFirstOfMoattd keepLastOfMonth. or with keepFirstOfWeek and
keepLastOfWeek where you can define the first weekday of yefimiton of a week. In all of these cases, you
have to specify a time period. How to specify a time periodasalibed with the options of storeBackup.pl.

Now imagine you are making your backups on an irregular basihaps from a laptop to a server or you make
your backups when you think you have finished an importamqt efeyour work. In such cases, it is useful to
say “only keep the last backup of a day in a long time rangeth(\eepDuplicate). If you were in holidays for
a month and have set keepAll 88d (30 days), then you probably do not want that storeBackueteeglall of
your old backups when you start it for the first time when yewack. You can avoid this with the parameter
keepMinNumber. On the other hand, if you have limited spatgaur backup disk, you want to limit the total
number of backups, for this, you can use keepMaxNumber.

With keepDuplicate you specify a time period in which staseBup keeps duplicate backups of a day. After this
time period only the last backup of a day will survive.

With keepMinNumber you specify the minimal number of backgoreBackup (or storeBackupDel) wilbt
delete. The logic is as follows:

¢ Do not delete backups specified with keepAll ... keepLast€dk\and keepDuplicate.

o If this is not enough, do not delete other ones beginning thithnewest backups. Duplicates of a day are
not affected by this parameter.
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With keepMaxNumber you specify the maximal number of baskuBtoreBackup will then delete the oldest
backups if necessary. To prevent special backups fromide]sgtou can specify an “archive flag” with keepAll
... keepLastOfWeek. Backups matching an archive flag wilenbe delete by keepMaxNumber. In this way it is
possible that more backups will remain than specified wiik plarameter, but the archive flag is useful to prevent
special backups like “last backup of a month” or “last backéip week” to be deleted.

Using —keepRelative as a Deletion Strategy

This option activates an alternative backup deletion seh#mt allows you to specify the relative age of the
backups you would like to have rather then the period oveckvhibackup should be kept.
Imagine that you always want to have the following backuslakle:

e 1 backup from yesterday
e 1 backup from last week
e 1 backup from last month
e 1 backup from 3 months ago

Note that this is most likelyot what you really want to have, because it simply means thatywe to do daily
backups and have to keep every backup for exactly 3 monther®ise you wouldn’t always have a backup that
is of exactlythe requested age.

What you really want to have is therefore probably somethkegthis:

e 1 backup of age 1 hour to 24 hours/ 1 day
e 1 backup of age 1 day to 7 days

e 1 backup of age 14 days to 31 days

e 1 backup of age 80 days to 100 days

This is now a very common backup strategy, but you would héffieudty to achieve this with the usual keep-
FirstOf* options, especially if you don’t do backups withrfeet regularity. However, you can implement it very
easily using keepRelative. All you need to write is:

keepRelative = 1h 1d 7d 14d 31d 80d 100d

i.e. you list all the intervals for which you want to have bapk. storeBackup will delete backups in such a way that
you come as close as possible (if you don’t do backups oftengin there is of course nothing that storeBackup
can do) to your requested backup scheme.

Note that this may mean that storeBackup keeps more badkaipgdu think it has to, i.e. it may keep two backups
in the same period. In this case storeBackup “looks intouheré” and determines that both backups Veter be
necessary in order to have a backups for all periods. Thisdsthe reason why in the above example you have
somehow implicitly specified the period 7 days to 14 daysaalgh you didn’t really want to have a backup in this
period — in order to have backups in the next period (14 dagd tdays) you always need to have a backup in the
period 7 days to 14 days as well. Therefore the syntax doabokt you to exclude some periods.

Finally you should be aware that storeBackup shifts all tiiervals if it cannot find a recent enough backup: if
your first intervals is from 10 days to 20 days, but your moséerg backup is actually 25 days old, all subsequent
periods will be extended by 5 days. This ensures that if yaeinamade any backups over a large period, this
period is not taken into account for your backup scheme. W¥e gh example why this is useful: if you wanted
to have backups 1, 3, 7 and 10 days old and then went on vadati@d days, it is pretty unlikely that you want
all your backups deleted when you come back, hence storedgkores these 14 days and keeps the backups
appropriately longer.

4.15.3 Defining rules

Rules can be defined in storeBackup.pl, see section 4.2(wptixcludeRule and includeRule) and in storeBack-
upSearch.pl, see section 4.6 (option searchRule). Bothostithe definition in configuration files and on the
command line.

This part of the description shows how to use rules in stoc&Bg. If you are not familiar with pattern matching
and perl you should try to change the examples very caredditite bit. But you can run easily into error messages
you will not understand.
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First, all the examples are explained for being written imafiguration file. Mostly | will use the key word from
storeBackup.pl (exceptRule), but the rules are ident#hé ones you can use for includeRule and searchRule.
Later, we will see how to use rules on the command line.

All the values we a talking about now, are the ones from the hilecked up at the point in time when the backup
was performedpot from the files in the backup!

In general, rules are a piece of perl with some specialithss start with some easy and typical examples:

EXAMPLE 1:

exceptRule = '$size > 1610612736’

(Take care of the quotes. Generate a configuration file watteBiackup.pl or storeBackupSearch.pl and read the
comments in the beginning how quoting and environment besaare interpreted.)

This rule will match for all files with more than 1.5GB.p = 1024%) bytes. $size represents the size of each
individual file. In this example, all files bigger than 1.5GBlwot be saved. This is not very easy to read, and you
can write instead:

exceptRule = '$size > &:SIZE("1.5G")

(Take care of all quotes.) This will have the same effect astlte before. &::SIZE is a function which calculates
the real value from the string "1.5G”. You can use identiffeosn 'k’ to 'P’ with the following meaning:
1k | 1 kilobyte = 1024 Byte
1M | 1 Megabyte =10242 Byte
1G | 1 Gigabyte =10243 Byte
1T | 1 Terabyte =1024* Byte
1P | 1 Petabyte 3024° Byte

Eg: &:SIZe(’0.4T") is valid, while &:SIZE("1G1M”) is not

EXAMPLE 2:
exceptRule = ’'$file =~ m#\.bak$#

(Take care of the quotes.) This rule will match for all filesleng with ".bak’ which means they will not be saved.
$file  represents the individual file name with tredative pathbelow the parameter of opticgourceDirfrom
storeBackup.pl. If you do not understand the strange thagtg to $file , it's called pattern matching or regular
expression. Seman perlretut(perl regular expressions tutorial) for detailed explaratBut you should be able
to expand this to simple needs:

exceptRule = '$file =~ m#\.bak$#' or '$file =~ m#\.mpg$#’

(Take care of the quotes amdl blanks.) This rule will match and therefore not save filesimgavith '.bak’ or
.mpg’.

exceptRule = '$file =~ m#\.bak$# or '$file =~ m#A.mpg$#
or '$file =" m#\.avi$#’

It should not be a surprise, that you will not backup files agduith '.bak’,*.mpg’ or ".avi’.
Now we want to create a rule which will prevent the backup bfilels which end with ".bak’, .mpg’ or ’.avi’ and
also all files bigger than 500 Megabyte:

exceptRule = '$file =~ m#\.bak$# or '$file =~ m#\.mpg$#’
or '$file =" m#\.avi$#' or '$size > &:SIZE('0.5G")

If you set 'debug = 2’, you can see if and how the rule matchesfividual files. If you set 'debug = 1’, you can
see if the rule matches for each file. With 'debug = 0’ (deflayibu will not get a message.

You can use the following 'preset variables’:
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$file file name with relative path from original sourceDir

$size size of the file in bytes

$mode | mode of the file (integer, use 0... to compare with octal vadge$mode = 0644
$ctime creation time in seconds since epoch (Jan 1 1970), see below

$mtime | modify time in seconds since epoch, see below

$uid user id (string if defined in operating systems), &gd eq "bob"
$uidn user id (numerical value), eguidn = 1001
$gid group id (string if defined in operating system), se@l

$gidn group id (numerical value), segidn
$type type of the file, can be one &bcFpl , see option exceptTypes in storeBackup

If you use ctime or mtime, it's not pure fun to calculate thentner of seconds since epoch every time. For this
reason, storeBackup supports a special function &::DATE&dke your live cosy:

EXAMPLE 3:
searchRule = '$mtime > &:DATE("14d")’ and '$mtime < &:DAT E("3d12h")y

With this search rule (in storeBackupSearch.pl) you wildifall files which are younger than exactly 14 days and
older than 3 days and 12 hours. The syntax understood by &Hl&:

d | day
h | hour
1. .
m | minute
s | second
So "3d2h50s” means 3 days, 2 hours and 50 seconds. With thiaf@bove, you specify “now” minus that
period.
YYYY.MM.DD year.month.day
5 YYYY.MM.DDhh.mm.ss | same format as backup dirs
" | 2008.04.30 specifies April 30 2008, 0:00,
2008.04.30 .14.03.05 specifies April 30 2008, at 2 o’clock, 3 min. and 5 sec. in tteraioon.

With the format above, you specify a fixed point in time.
You already saw some possibilities to group the checking®ftariables” by usingand andor . You can use:
and, or, not, (, )

Everything is like in perl. (To be honest, it is evaluated bg perl interpreter.). But you should surround each of
these with one (or more) blanks (white spaces) if you vdebtig = 2 to work correctly!

EXAMPLE 4:

searchRule = ( '$mtime > &:DATE("14d") and '$mtime < &:DA TE("3d12h") )
and not '$file =" m#\.bak$’

Finds all files younger than 14 days and older than 3 days, t&shbut only if they do not end witlbak .
See howand, not , ( and) have at least one white space surrounding it.

using rules on the command line
Let’s take a look at:

exceptRule = '$size > &:SIZE("1.5G")
If we try to use the command line like this:
--exceptRule '$size > &::SIZE("1.5G")’ ### WRONG ###

we will get some nasty error messages because the shedl gtasingle quotes and storeBackup tries to interpret
the result the same way as in the configuration file (see gefariin each configuration file at the top). Here,
storeBackup will complain about not knowing the environtneariable$size . (The $-sign is not masked any
more because the shell removed the single quote.) So wedawesk the $-sign. We also have to mask the double
quotes, because normally, storeBackup will interpret tasrgrouping quotes and will not bypass them directly to
perl. The right way specifying this option is:
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--exceptRule '\$size > &:SIZE(\"1.5G\") ### CORRECT ###
We have to write example 4 in the following way:

--searchRule ’( \$mtime > &:DATE(\"14d\") and \
\$mtime < &:DATE(\"3d12h\") ) and not \$file =" m#\.bak\$#

In case of problems, you should read the perl error massagehwghows what perl really gets. Beside this,
option —print will show each parameter after being parsedutph shell and storeBackup. You can use —print in
combination with configuration files also.

4.15.4 Saving Image Files / raw Devices / Blocked Files

The scope of blocked files

Saving big images files which change only in parts completgbry backup is inefficient: very time and space
consuming. To give some examples:

Some mailers use traditional mbox (mailbox) format to sawaieé This is convenient, because it's a well
supported format. But you will get a big file of perhaps muéigigabyte with all your mails in it. Backing
up such a file means backing up everything despite the facbttiaa very little portion of it has changed.
The same category are thest  files from Outlook. If you have to save these kind of files (anthéy are
big), you should think about using “blocked files”.

If you use an image file with an encrypted file system in it lige ErueCrypt does, you should backup the
encrypted data, not the files in it. If you backup the files ipaitt need another encrypted container, which
means the backup program has to know all passwords to rumatitally which is a perfect security hole.
For that reason you should backup the binary image data ss if you make a simple copy, it will take
the size of the image each time (you also cannot compresdakad. This is a perfect situation to use the
storeBackup blocked files feature (without compressiohgne you can have lots of historic versions of the
image without needing too much space and without a secuhtjevstoreBackup doesn’t need to now and
doesn’t know anything about the content it saves).

Images for Hypervisors like Xen, KVM or VMware are anotheample which you can save very successful
as “blocked files”.

Do not use blocked files which are encrypted as a whole likg5pe other types of compressed or encrypted
files (gz , .bz2 , .gpg , openoffice files, etc.). Changing something in that fileslteaostly in a complete
change of all blocks.

The feature of blocked files is also not suitable for datallasep files, because storeBackup (up to now)
works with fixed blocks. If you add one byte in the beginningdile, all blocks will be different.

How it works

If you specify a file to be saved blocked (see below how to dg) thihen storeBackup.pl will do the following (first
backup):

sourceDir backupDir

image file

fe

B
O ,
e =
B B
1st backup 2nd backup
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4,

. Create a directory with the same combination of path aadhéiime of the original image file in the backup.

. Split the source file into blocks and save them into the negctbry. (If there are duplicates of a block, they

will be hard linked.)

. The md5 sum of all these files will be stored in a special filked.md5BlockCheckSums.bz2 in that di-

rectory. The are also stored together with all check sumaseHblocked files irmd5BlockCheckSums.bz2
in the root of the backup.

storeBackup.pl will also calculate the md5 sum of the wtiité and store it inmd5CheckSum.

In the second and all later runs, storeBackup.pl will do tiewing:

1.
2.

3.

Create the directory as described above.

Split the source file into blocks and see, if any of thesekdaexist anywhere in a backup (see option
otherBackupDirs  of storeBackup.pl). If a block already exists, a hard linlgenerated, if it does not
exist, the block will be copied or stored compressed.

The additional information about the blocks (like the nsd®ns) is written into the files described above.

Because all files are referenced via hard links, every baiskaull backup. There are no “original” files.
If you use option lateLinks, see section 4.15.5, the linkslvé set later. If you also use option lateCompress, the
compression will be done later also.

how to save image files

There are two ways to configure which files storeBackup.plikhtweat as blocked files:

1.

The easiest way is using the following options:

checkBlocksSuffix The configuration is similar texceptSuffix ~ , a list of suffixes which are checked
for a match, eg\.vdmk for VMware images. They simply mean that the last part of thekinp must
be similar to what you define here.
The next options described here are only usetiétkBlocksSuffix is set.

checkBlocksMinSize Only files with this minimum size will the treated as blockddsi You can use the
same shortcuts as described in defining rules, see secfidrB4eg. 50M means 50 megabytes. The
default value is 100M.

checkBlocksBS  Defines the block size in which the files which matches has &pbeby storeBackup.pl.
The format is equal toheckBlocksMinSize . The default value is 1M. The minimal value is 10k.

checkBlocksCompr  Defines if the blocks are compressed. Possible valuggarer no, the default value
isno. On the command line, usecheckBlocksCompr  to switch to compression mode.
This flag only affects files selected witheckBlocksSuffix

Example:

You want to backup all your VMware images and you also haveattkbp some Outloolpst files. The
blocked file feature will be chosen from storeBackup for fidth a minimum size of 50 megabyte end-
ing with .vmdk or .pst . The block size chosen is 500k and the resulting blocks inbtekup will be
compressed:

checkBlocksSuffix = "\.vmdk’ "\.pst’
checkBlocksMinSize = 50M
checkBlocksBS = 500k
checkBlocksCompr0 = yes

. The more flexible way to specify the handling of blockedsfiie to use rules like described in defining

rules, see section 4.15.3. The following options are abkiléive times, so there is@heckBlocksRule0
checkBlocksRulel ,checkBlocksRule2 ,checkBlocksRule3  andcheckBlocksRule4

checkBlocksRule i Theith rule specifying files to treat as blocked files in the backup

checkBlocksBS i The corresponding block size for the blocks in the backup.e @kfault value is 1
megabyte. The minimal value is 10k.

37



checkBlocksCompr i If set toyes, the blocks will be compressed. The default valueds

checkBlocksRead i Defines afilter for reading the specified filesourceDir , eg.gunzipor gzip -d This
parameter is useful if you have to save an already compressege file. (Using the “blocked file”
feature of storeBackup with already compressed files cossprbas a whole does not make sense.)

Example:

Let's assume, you have a TrueCrypt image on your disk and wdrdve a backup of it each time you start
storeBackup.pl. You chose the unremarkable naiyrics.iso , block size is 1M, no compression. So you
define rule 0:

checkBlocksRuleO= '$file =~ m#/myPics\.iso$#’

#checkBlocksBSO=
#checkBlocksComprO=
checkBlocksRulel= '$size > &::SIZE("50M")" and
( '$file =~ m#\.pst$# or '$file =~ m#windows_D/Outlook/#’ )

checkBlocksBS1=200k
checkBlocksComprl=yes

You also defined rule 1, which match for all files bigger thannd®gabytes which end witlpst or are
located in theelative pathwindows _D/Outlook/  in the backup. (I'm using this to backup the data of my
dual boot laptop.) If you are not familiar with rules in stBeekup, you should read section 4.15.3.

You can useheckBlocksSuffix andcheckBlocksRule i at the same time in one configuration file. Store-
Backup first evaluatesheckBlocksRule i (in ascending order) and theheckBlocksSuffix

how to save mass storage devices

Backing up a mass storage device (likkev/sdc or /dev/sdcl ) works in the same way as saving an im-
age file with storeBackup. You choose the device(s) witbckDevices i, the block size in the backup with
checkDevicesBS i and switch compression on or off wittheckDevicesCompr i. Additionally, you have to
specify the relative path wittheckDevicesDir i in the backup where the contents of the devices will be stored
The blocks in the backup resulting from image files or devimes hard linked if storeBackup finds the same
contents.

The parameters are in detail:

checkDevices i List of devices (eg/dev/sdd2 /dev/sdel to backup.

--checkDevicesDir i Directory where the devices are stored in the backelafve path). The image file will
be restored in that directory also if you restore the backitp storeBackupRecover.pl (if you use default
options.) Into this directory storeBackup will create adivéctory which name is generated from the pa-
rameters otheckDevices , eg./dev/sdc  will result in dev _sdc .

checkDevicesBS i Defines the block size in which the devices specified have &phieby storeBackup.pl. The
format is equal t@heckBlocksMinSize . The default value is 1M. The minimal value is 10k.

checkDevicesCompr i If settoyes, the blocks will be compressed. The default valueodis

choosing the block size

There is no fix rule about the “best” block size. | made somesmesments about the block size and the used
space. The second backup was done with lateLinks (seesécti6.5), so | could usdéf again to see how much
space was really needed. The used file system was reiselnfsaVipacking. If you use a file system without tail
packing (like ext2 or ext3), the overhead will be bigger anthl block sizes are less attractive (same if you use
compression). The results also depend on the applicatitimgvto your source image file.

All the examples are done without compression (for perforceaeasons). They were done with real data. Natu-
rally, I'm using compression in my real backups. The 2nd bigckhows the space needed for the changed data.
The percentage line below shows the relation between theaficsthe second backup. The sums line shows the
sum of the first and second backup, the next line (1x) theioelstiip between that sum depending on the last value
with 5M (5 megabyte blocks). The last line show the sameimlahip regarding the size of the first backup and
10 times the second one. So this should be the most integestine.
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The first example shows the results when storing a big Outlpstk file of 1.2GB with the changes | had from
one day to the other:

BlockSize 50k 100k 200k M 5M
1. backup [kB] | 1210253 1172263| 1172863| 1173801| 1173724
2.backup [KB]| 7692 | 13445| 22720| 73826| 240885
0.63%| 1.15%| 1.04%]| 6.29%| 20.52%

sum [kB] 1226945| 1185708| 1195583| 1247627 1414609
1x 86.73%| 83.82%| 84.52%| 88.20% | 100.00%
10x 36.18%| 36.47%| 39.08%| 53.37%/| 100.00%

The second example was done with a smaller Outlook file of 1&gamyte. This is the one for the input folder.
The numbers show a different behavior than in the first exampl

BlockSize 50k 100k 200k 1M 5M

1. backup [kB] | 122487| 118221| 118891| 119184| 119181
2. backup [kB]| 33400| 51240| 74424| 107632| 119181
27.27%| 43.34%| 62.60% | 90.31% | 100.00%

sum [KB] 155887 169461| 193315| 226816| 238362
1x 65.40%| 71.09%| 81.10%| 95.16% | 100.00%
10x 34.82%| 48.10%| 65.84% | 91.19% | 100.00%

The third example shows the results when storing a VMwargéraf 2.1 GB. Between the first and the second
backup The image was booted, a program for updating my niémgd system was updated and | connected the
navigational system for an update also.

BlockSize 50k 100k 200K M 5M
1. backup [KB]| 2162595| 2106781| 2112547| 2117178| 2117094
2. backup [kB]| 53656| 80609| 131701| 438241| 1112652
2.48%| 3.83%| 6.23%| 20.70%]| 52.56%

sum [kB] 2216251 2187390| 2244248| 2555419| 3229746
1x 68.62%| 67.73%| 69.49%| 79.12%)| 100.00%
10x 20.38%| 21.99%| 25.90%| 49.08% | 100.00%

There is one additional important aspect about the bloak $fayou choose a small block size, the performance
will also go down. To be able to achieve acceptable perfoomathe following optimizations are implemented:

¢ If you do not compress the the blocks within storeBackumpldompression at all or later compression via
option lateCompress), no parallelizing is used.

o If you compress the blocks within storeBackup.pl and comégublock size of 1 megabyte or more, paral-
lelizing is used.

e If you compress the blocks within storeBackup.pl with bzg®d configure a block size of less than 1
megabyte, storeBackup.pl tries to use the perl motdi€ompress::Bzip2 . If it is installed on your
system, it will be used.

It's best to make your own tests to get a feeling of useful kkizes in your use cases.

4.15.5 using option lateLinks

You can use storeBackup as one program (storeBackup.pthvades everything alone or you can split the dif-
ferent task into several pieces. There is mostly one adgartarun different programs for the different task: the
time for backup itself from the perspective of the saved cotap(or) data is lower.

It makes sense to use option lateLinks if you store your Bpakuan nfs server and if you think it's a good idea
to speed up (see section 3.3.2, performance). Configurtegifiks is a little bit more complicated than using
storeBackup.pl as a standalone programe because you haantme multiple programs.

StoreBackup.pl as a standalone program does the followasigt

1. The link consistency of all backups (from all backup s&rie checked. We will see late what this means.
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5.
6.

. Loading information from one or more old backups. Thiktaslike an initialisation, where it gets file

names, md5 sums, dates, times and some other informatiortir®old backups.

. Checking for all files to backup if another file with that sifie content is already in those old backups from

where the file names, md5 sums etc. were loaded.

. The changed data is transferred to the backup: By copbingpmpression or by hard linking. Naturally,

also the directory structure is generated. For every file gthner and permissions are set in the same way
as in the source directory.

The permissions and owners of the directories are seetsaime values as in the source directory.

Depending on the rules defined with the keep* options at&ackup.pl, old backups are deleted.

If you start storeBackup.pl with option lateLinks, then trensfer of data (see step 4) and the actions on the remote
file system are reduced to the absolutely necessary minimum:

The changed or new files (including special files) are cop@danged files which should be compressed
are only copied if option lateCompress is set. It dependsoam gituation if usage of lateCompress makes
sense or not.

Hard links are not generated in the new backup.
Directories are only created if they are needed for copynmpressing.

An additional file is created in the new backugtoreBackupLinks/linkFile.bz2 . It contains all the
information what should have been done to complete a “fudi€kup with all hard links, directory entries
and compressions. The correct permissions (which are alsset) are stored in the filend5CheckSums

in the top level of the backup. This file is also generated ifull™backup run of storeBackup.pl. It is used

for restoring data (storeBackupRecover.pl).

Independent of option lateLinks you can always configuree@ackup.pl to not perform step 6, the deletion of old
backups. Especially if you are writing your backup on an néunt, this will take some time and lengthen you
backup. Use storeBackupDel.pl (which can read the confiiguréile of storeBackup.pl) to split the deletion of

old backups from the direct backup process.

It is important to understand that using option lateLinksaties backups, which are not completed:

Directory entries are missing.

Files are not compressed (if you use option lateCompress).
Hard links are not set at all.

Permissions are not set correctly, neither for files nor fagadories.

But all the information what's necessary to complete to alfackup are available in the backup. In the
case of hard links this means that there is a reference inléhinfiFile.bz2 which points to a file in

an older backup. In that older backup, there also can be ordfeaence in its fildinkFile.bz2 , and

so on. Naturally, at one point themeust(and will) be a real file. But you should be aware: if you delete
one of these referenced backups, you will destaibpackupswhich are referencing (directly in indirectly)
to that backup.Only delete backups with storeBackup.pl or storeBackupDimpl — never use “rm”

or something similar! These two programs take care of the dependency just dedcrilbeyou really
want to delete files with “rm”, then make sure, that storeBgdkpdateBackup.pl completed all backups
successfully. When all links are set, there are absolutelglependencies (beside hard links) between the
different backups.

The following picture shows two cross linked backup serfesnf different computers).You see, that the refer-
ences resulting from the lateLinks option can be complex Adrd links are never a problem, because there is no
original or “real” reference — every hard link is an origir@inter to the file or more precise to the inode (see
section 4.15.8). The file will only be deleted if the last hin#t has gone. But the references created by lateLinks
are just some file names in a file which has nothing to do wittitaaystem.

see section 4.2, option otherBackupDirs to see how this earobfigured
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To complete a backup (make all those nasty linking and cosspirg and so on), use storeBackupUpdateBackup.pl,
see section 4.3. It also will analyse your backups (beloveKbaDir”) and find the right order to complete them.
After successful runningtoreBackupUpdateBackupysur backups will be in the same state as if you ran your
backup without option lateLinks:ile .storeBackupLinks/linkFile.bz2 (and some others) are deleted and
everything is hard linked (and compressed), also the psioms are set like in the source directory (except if set
option ignorePerms in storeBackup.pl).

If you use option lateLinks, your should run storeBackupbte@ackup.pl regularly, eg. every night and check if
there were some ERROR messages.

4.15.6 special files generated and used by storeBackup

Never change the files described below. They are absolubglgiitant for storeBackup to work properly!
Inside a backup, the following entries are always createdDon’t delete them. Also make sure you do not have
these in the top level directory of your source tree:

.md5CheckSums.info  This file contains meta information about the backup. Exanfpktut some lines for
better readability):

version=1.3

date=2008.09.06 10.23.33

sourceDir="’home/hjc’

followLinks=0

compress="bzip2’

uncompress="bzip2’ '-d’

postfix=".bz2’

exceptSuffix="\.bz2’ "\.gif" \.gpg’ '\.gz’ '\.jpg’ '\.m p3’ \.mpeg’ '\.mpg’ "\.ogg’
exceptDirs="/home/hjc/Mail’ '’home/hjc/Maildir’ '/hom e/hjc/nosave’ ''home/hjc/itmp’
includeDirs=

exceptRule="$size > &::SIZE("100M")

includeRule=

exceptTypes=

preservePerms=yes

lateLinks=yes

lateCompress=yes

cplsGnu=yes
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.md5CheckSums[.bz2]  This file contains all information about the files, direcési. .. in the backup. A few
lines selected as an example:

# contents/md5 compr dev-inode inodeBackup ctime mtime ati me size uid

gid mode filename

dir 0 2097-386 0 1169342164 1094800914 1200948038 0 1049 100 493 c++

063e5feb114a82059e7f44c5fb0e548¢c ¢ 2097-1834 1372638 11 69343033 1078512595 1125554314 489786 1049 1001 384 mbox
symlink 0 2097-31105 0 1169350675 1169350675 1169350675 0 1 049 0 0 .Xresources

The permissions (mode) are stored as decimal values (ref)'loct

.storeBackupLinks A directory which is empty if all links are set.

These files may be in the root of your backup directory:
.md5CheckSums.notFinished The existence of this file indicates, that this backup wagpnaperly finished.

.storeBackup.log[.bz2] The log file of storeBackup.pl. This is the default name, Whjou can change
using the options of storeBackup.pl. (Options loginBadBuand compressLoglnBackupDir)

.storeBackup.notSaved.bz2 If you exclude files with rules, you can generate a list of f{\da option write-
ExcludeLog of storeBackup.pl) which amet stored in the backup.

The following file only exist if you use option lateLinks, sesection 4.15.5After a successful run of storeBack-
upUpdateBackup.pl, see section 4.3, these files are deleted

.storeBackupLinks/linkFile.bz2 Contains (parts) of the information what has to be done byeBtack-
upUpdateBackup.pl (beside filmd5CheckSums[.bz2] ).

.storeBackupLinks/linkTo Contains relative paths to the backups whisid=ile.bz2 refers to, eg:

..12008.09.05_16.07.23
../../lotte/2008.09.06_02.00.04

Here you see a relative path to a previous backup and a linké&zkup in another backup series.

.storeBackupLinks/linkFrom<number> Each file contains relative patti®om backups to the actual one.
Example:

../2008.09.06_10.23.33

4.15.7 configuring nfs

Let's assume, that your server, where you want to write yagkhbp via nfs is called 'nfsserver’ and the path to the
backup is /storeBackup. You then can use the following eintrgtc/exports onnfsserver  (example with
GNUJ/Linux, can differ on other Unix like operating systems)

/storeBackup 192.168.1.0/24(async,rw,no_root_squash)

192.168.1.0/24 means, that access from any ip address beginningitli68.1 s allowed.

You should run

# exportfs -a

to make your entry visible to nfs. With

# exportfs -v

you can see how nfs is configured.

You probably have to change the ip address and the mask togedis. Usingo_root _squash is important for
the client root user to have root permissions on the mountedystem. Usasync to get a much better write
performance (seman mount for further explanations).

In /etc/fstab on the nfs client (where you run storeBackugp) should configure a line like

nfsserver:/storeBackup /backup nfs user,exec,async,noa time 1 1
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This will mount the file systenstoreBackup  of nfsserver  to /backup on your client. This will occur if you
boot or if you type:

# mount /backup

on the nfs client.

There are my other option with nfs. This short descriptioly dres to give some helpful hints, not to explain nfs.

read or write access?

You probably want write access for storeBackup.pl but oefdraccess for the users. There are at least to ways to
achieve this:

1. Mount the specific NFS directory for the backup (émmckup read only. In the configuration file for
storeBackup, use:

precommand = mount /backup -0 remount,rw
postcommand = mount /backup -0 remount,ro

This will give storeBackup.pl write access (rw = read wrideying the backup. Naturally, you can also wrap
a script around storeBackup.pl what does the same.

2. Simply arrange two mount points to the NFS server: one mvare ro. Limit access to the read only (ro)
mount to root. You can also mount the mount points for stockBp.pl only for the time during the backup.
You can use storeBackupMount.pl, see section 4.9 for this.
4.15.8 what's an inode

In Unix like system, the central element of a file system eigtign inode (index node):

/tmp/a
/home/bob/xfile

/var/tmp/file

inode
location of blocks
inode number
number of hard links
date & time
size
permissions
uid + gid

This inode contains several meta information and the lonaif that file on the disk (that part of the picture does
absolutely not reflect the real situation).

In the figure above, you see three hard links (“file names”jtigrinode, so the number of hard links to this inode
would be 3. We can see this with -li

$ Is -li /tmp/a /home/bob/xfile /var/tmplfile

114693 -rw-r--r-- 3 hjc hjc 5 Sep 6 13:55 /tmp/a
114693 -rw-r--r-- 3 hjc hjc 5 Sep 6 13:55 /home/bob/xfile
114693 -rw-r--r-- 3 hjc hjc 5 Sep 6 13:55 /var/tmplfile

The first digits form the inode number.

Naturally, all hard links to an inode must be in the same filstesys. If the different directories in the example
above are not in the same file system on your computer, thangmmot configure exactly that example. To create
a hard link, on the shell you have to use the command

All these entries for that inode have the same permissidgdsrgl uid. See section 4.15.10, Limitations to under-
stand what this means for storeBackup.

Btw., you cannot set a hard link to a directory because thigdoesult in infinite loops. Nevertheless, a directory

entries also use the feature of having multiple names forirmode: Take a look at the directory “name”, “." and
“.” (the last perhaps multiple times)!
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4.15.9 Statistical Output of storeBackup.pl
After creating a new backup and possibly deleting old ortesgBackup will write some statistical output:
directories Number of directories storeBackup found in the data soundeceeated in the backup

fles  Number of files (more exactly number of links) storeBackuprfd in the data source. This includes all
types of files storeBackup is able (or configured) to process.

symbolic links Number of symbolic links storeBackup found in the data seurc
name pipes Number of named pipes storeBackup found in the data source

new internal linked files Number of files with the same contents storeBackup founddratitual backup
(not in an old backup) (this is checked first)

old linked files Number of files which exists in the previous backup with thesaame, same size, same
ctime and same mtime

unchanged files Number of files with the same contents StoreBackup founderottl backup(s)
copied files Files with a new contents, copied to the backup directory

compressed files Files with a new contents, compressed into the backup dingct

excluded files because pattern Files excluded because of option 'exceptPattern’
included files because pattern Files included because of option 'includePattern’

max size of copy queue Maximum size of copy queue during the backup

max size of compress queue Maximum size of compress queue during the backup
calculated md5 sums  Number of files for which an md5 sum was calculated.

forks total Total number of forks (number of forks md5 + forks compreserk$ copy + forks named pipes)
forks md5 Number of forks for program md5sum.

forks copy  Number of forks for program cp

forks <compress>  Number of forks for program jcompressyg,

sum of source Size in bytes of all files in the source directory

sum of target all Size in bytes of all files in the target directory

sum of target new  Size in bytes of new copied or compressed files in the targetidiry

sum of md5ed files Size in bytes of all files for which an md5 sum was processed

sum internal linked (copy) Size of bytes of all files which were internal linked (see: rieternal linked
files). These files were linked to files which were copied ih®lackup.

sum internal linked (compr) Size in bytes of all files which were internal linked (see: nieternal linked
files). These files were linked to files which were stored casged into the backup.

sum old linked (copy) Size in bytes of all files which were linked to older backupse(sold linked files).
These files were linked to files which were copied into the biack

sum old linked (compr) Size in bytes of all files which were linked to older backupee(sold linked files).
These files were linked to files which were stored compresgedtie backup.

sum unchanged (copy) Size in bytes of all files which existed with the same namepratand atime in the
previous backup. These files were linked to files which wepembinto the old backup.

sum unchanged (compr) Size in bytes of all files which existed with the same namematand atime in the
previous backup. These files were linked to files which weyeest compressed into the old backup.
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sum new (copy) Size in bytes of all files which were copied into the backup

sum new (compr) Size in bytes of all files which were stored compressed irgdtckup

sum new (compr), orig size Size in bytes in the source directory of the above files

sum new / orig Percentage of new files in the backup to their original sizbésource directory
size of md5CheckSum file Size of the file jbackupDir¢,/.md5CheckSums|[.bz2]

size of temporary db files Size of the db files generated during the backup in tmpdir
deleted old backups Number of old backups which were deleted.

deleted directories Number of directories deleted in old backups.

deleted files Number of files truly deleted in old backups (last link remdye

(only) removed links Number of links removed in old backups (files not deleted)

freed space in old directories Freed space in old directories, does not include meta irdtiom.

add. used space in files Additionally used space for this backup: difference betweew allocated
space and freed space in old backups.

backup duration Backup duration: time for precommand, backup, postcomnaaiddeletion of old backups.

over all files/sec (real time) number of files divided by real time

over all files/sec (CPU time) number of files divided by (user and system time)

CPU usage average cpu time for the time period of "backup duration”

PROGRESS -> 10000 files processed (6.1G, 349M) storeBackup read 10000 files with 6.1GB, 349MB
have been copied or compressed up to now

4.15.10 Limitations

e storeBackup can backup normal files, directories, symiioks and named pipes. You can backup other
file types only with option cplsGnu (and if gnu cp is instal@dyour system).

e The permissions in the backup tree(s) are equal to the pgionssin the original directory. Under special
rare conditions it is possible, that a user cannot read amenore of own his/her files in the backup because
files are shared using hard links. With the restore tool —e®ackupRecover.pl — everything is restored
with the original permissions.

e storeBackup uses hard links to save disk space. GNU/Lintix &it2 file system supports up to 32000,
reiserfs up to 64535 hard links when you use a 32 bit operatystem. If storeBackup needs more hard
links, it will store a new (compressed) copy of the file. If yase ext2 for the backup, you have to reserve
enough (static) inodes! (You will need one inode for eacfediint file in the backumot for every single
hard link.)

e Changing the compression program is not supported up to mosvbackup (“backupDir”) you should use
the same compression program.
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5 How to use storeBackup (Examples)

5.1 Some Information in the Beginning

Before explaining some examples, it's not too bad if you knelat you are doing. Here are some important
aspects about how storeBackup works: (The following ergltie principle mechanisms, for performance reasons
it's implemented a little bit different. There are severaliting queues, parallelisms and a tiny scheduler inside
which are not described here.)

storeBackup uses at least two internal flat files in each gésebackup:
.md5CheckSums.info — general information about the backup
.md5CheckSums|.bz2] — information about every file (dir, etc.) saved

When starting storeBackup.pl, it will basically do (bessdene other things):

1. read the contents of the previoosd5CheckSums[.bz2] file and store it in two dbm databases:
dbm(md5sum) and dbm(filename) (dbm(md5sum) means, thasunu& the key). Default is to store these

databases in memory.

2. read the contents of othend5CheckSums[.bz2] files (otherBackupDirs) and store it to dbom(md5sum).
Always store the last copied file in the dbm file if two diffetdites (e.g. from different backup series) are
identical. This assures, that multiple versions of the sfilaan different backups are unified in future
backups.

e This item describes how storeBackup.pl works without stgafiles from another backup series (simple
backup), see example 1, section 5.2 and example 2, sec8on 5.
In a loop over all files to backup it will do:

1. look into dbm(filename) — which contains all files from threyious backup — if the exact same file
exists and has not changed. In this case, the needed infomaaé the values of dom(filename).
If it existed in the previous backup(s), make a hard link aodm3.)

2. calculate the md5 sum of the file to backup look into dbm(saa®) for that md5 sum
if it exists there, make a hard link
if it doesn’t exist, copy or compress the file

3. write the information of the new file to the correspondimgl5CheckSums|.bz2] file

e This item describes how storeBackup works with sharing e§fftom another backup series, see example
3, section 5.4 and example 4, section 5.5.
In a loop over all files to backup it will do:

1. look into dbm(filename) — which contains all files from threyious backup — if the exact same file
exists and has not changed. In this case, the needed infomaae the values of dom(filename).
(Now, because there are independent backups, it is postibte file with the same contents exists in
another backup series. So storeBackup.pl has to look iktdibm(md5sum) to ensure linking to the
same file from all different backup series.)

2. calculate the md5 sum of the file to backup if not known freepdl)
look into dbm(md5sum) for that md5 sum
if it exists there, make a hard link
if it doesn’t exist, copy or compress the file

3. write the information of the new file to the correspondimgl5CheckSums[.bz?2] file

e This item describes the usage of Option lateLinks, exampde&ion 5.7 below
If you save your backup via NFS to a server, then most of the tifl be spent for setting hard links. Setting
a hard link is very fast, but if you have many thousands of tliteakes some time. You can avoid waiting
for hard linking if you use the option lateLinks:

1. make a backup with storeBackup and-sktteLinks (or setlateLinks = yes ) in the con-
figuration file. Then storeBackup will not generate any harkld, only a file will be written with the
information what has to be linked.
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2. In a separate step, call storeBackupUpdateBackup tdl #et eequired hard links to make full backups
out of these incomplete backups. Please also see sectibrbAuking option lateLinks for a more
detailed explanation.

Conclusions:

1. Do not delete a backup to which the hard links are not yetggad. Use storeBackupUpdateBackup.pl to
set the hard links and check consistency. It's a good idealypuse storeBackup.pl or storeBackupDel.pl
for the deletion of old backups.

2. All sharing of data in the backups is done via hard linkssTheans:

e A backup series cannot be split over different partitions.
¢ If you want to share data between different backup seriblsaakups must reside on the same patrtition.

3. Every information of a backup in the .md5CheckSums iestavith relative paths. It does not matter if you
change the absolute path to the backup or backup with aeliffenachine (server makes backup from client
via NFS — client makes backup to server via NFS).

Unresolved hard links to to other backup series (via optaiallinks) are also stored with relative paths.
This means: You can move backupDir around as you like, butsjmuld never change the relative paths
between backup series before resolving all the links witheackupUpdateBackup.pl.

If you have additional ideas or any questions, feel free tact me (hjclaes(at)web.de).
Itis a good idea to use a configuration file instead of commeweddptions. Simply call:
# storeBackup.pl --generate <configFile>

Edit the configuration file and call storeBackup in the foliogvway:

# storeBackup.pl -f <configFile>

You can override settings in the configuration file on the candline (see Example 6).

5.2 Example 1, simplest form of a backup

This is the most simple kind of configuration with storeBagkult will backup source treéhome/jim  to
/backup :

# storeBackup.pl -s /home/jim --backupDir /backup/jim -S . \
-I tmp/storeBackup.log

Option-l is optional and tells storeBackup to log into that file. Othise it would log to stdout.

If you do not understand what backupDir means, have a lookaton 2, Quick Start. If you still do not have
any idea why it's there, you should dig into storeBackuptelbbit deeper, and read section 4.15.5, using option
lateLinks.

5.3 Example 2, backup of multiple directories

For historical reasons, storeBackup.pl can only handlesouece directory. But this drawback transforms to a
feature when using option followLinks, because everythiman becomes very easy and flexible.

You can also use the well known mechanism of includeDirs acd@Dirs well-established from other programs.
But that is by way of comparison uncomfortable and nasty tullea

To use lateLinks, execute the following steps (I assume witibbackup/home/greg/important , /nomef/jim
and/etc to/backup/stou . You can very easily change this later.). First of all, yolkena special directory, eg.
lopt/stbu . Let's also assume that you stored storeBackuppatstoreBackup

mkdir /opt/stbu

cd /opt/stbu

In -s /opt/storeBackup storeBackup

In -s /homel/jim home_jim

In -s /etc etc

In -s /home/greg/important home_greg_important
In -s . backup

HoHH R HHH

47



With the first symbolic link we make sure, that storeBacksplitis part of the backup. So it's possible to restore
it later with cp and then use storeBackupRecover.pl for éisé r

The last symbolic link is a trick to get an exact copyadt/stou  in the backup.

Now you should write a short script to start storeBackugSpbre it at’opt/stbu/backup.sh

/opt/storeBackup/bin/storeBackup.pl -s /opt/stbu -b /ba ckup/stbu \
-S . -l /tmp/storeBackup.log --followLinks 1

Option --followsLinks 1 tells storeBackup to usthe first levelof symbolic links exactly like directories.
Therefore, you will finchome_jim as a directory entry in your backup.
Finally, set the permissions of the script:

chmod 700 /opt/backup/backup.sh

Whenever you start this script, you will backup the wanteeabries and your short script. You need to be root
to have the required permissions to read the directoridssrekample. And naturally you need write permissions
in /backup/stbu

Now, you can simply change the directories to save or notie bg deleting or creating symbolic links in this
directory.

5.4 Example 3, make a big backup once a week, a small every day

Now you will configure a big backup of the whole machine witlteptDirs and the small one of some special
directories with option follow links. Naturally, you carsal configure it the other way around, only use followLinks
for both or use includeDirs.

Let's assume, you want to do:

1. your machine mounts from other servers directoey which you don’t want to backup
2. you also don’t want to savenp and/var/tmp

3. you want to backup the whole machine once a weekeigserver/backup/weekly

4

. you want to backufhome/jim and/home/tom/texts to /net/server/backup/daily more quickly
after you finished your work.

o1

. naturally, you want to share files between the two backtipse

6. If you start both scripts at the same time, then new filekneil be shared between these two. But over time,
this will come together. But you should not start both backapthe same time when you start them for the
very first time! In this case, all your files witlot be shared!

7. You do not want to use option lateLinks, which would speeglaur backups massively, because you cannot
run scripts on the nfs server (or for whatever other reason).

To prepare the steps described above, you need to do thevifodjo
For the daily backup, make a special directory (we use fdlioks) like described in example 2 (you also stored
storeBackup irfopt/storeBackup in this example):

# mkdir /opt/small-backup

# cd /opt/small-backup

# In -s . small-backup

# In -s /homeljim home_jim

# In -s /home/tom/texts home_tom_texts

and write a backup scrifbyBackup.sh

#! [bin/sh

/opt/storeBackup/bin/storeBackup.pl -s /opt/small-bac kup
-b /net/server/backup \
-S daily -I /tmp/storeBackup.log --followLinks 1 O:weekly

Then write a script for the weekly backup:
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#! [bin/sh

/opt/storeBackup/bin/storeBackup.pl -s / -b /net/server /backup -S weekly \
-I /tmp/storeBackup.log --exceptDirs /net -e /tmp -e /var/ tmp \
-e /proc -e /sys -e /dev 0:daily

The “0” before the paths (lik@:daily ) means to take the last backup of the other backup seriesettk dbr
identical files.

And — naturally — the directorieweekly anddaily must exist inside ofet/server/backup on the NFS
server.

As you can see, using command line options begin to be alfittieonfusing. When configuring such examples,
you should try to generate a configuration file wdtbreBackup.pl -g configFileand to use that instead.

5.5 Example 4, backup from different machines, share data

This example shows how to make backups from different mash{not coordinated) and to share the data with
hard links.
Imagine, you have defined the following boundary conditions

1. you have a server called “server” with a separate diskkvisicnounted atdiskl to /disk1/server

2. you want to backup machine “clientl” which mounts diskihaf server atet/server/diskl to
Inet/server/diskl and shall save tolientl  in that directory.

3. you want to backup machine “client2” which mounts diskihaf server atnet/server/diskl to
Inet/server/disk1 and shall save tolient2  in that directory.

. the backup of the server runs nightly, independent of therdackups

4
5. the backups of the clients run uncoordinated, that mearisaps at the same time
6. you want to share all the data in the backup

7

. you can also make small backups of parts of the source (laith sharing), but that's the same mechanism
and not detailed in this example

8. If you have a client/ server architecture like this, itgaod idea to use option lateLinks if you want to speed
up. Example 6 explains how to use it.

Write the following script for the server:

#!' /bin/sh
<PATH>storeBackup.pl -s / -b /diskl -S server -l /tmp/store Backup.log \
-e /tmp -e /var/tmp -e /diskl -e /sys -e /dev -e /proc O:client 1 O:client2

Write the following script for client 1:

#! /bin/sh
<PATH>/storeBackup.pl -s / -b /net/server/diskl -S client 1\
-I /tmp/storeBackup.log -e /tmp -e /var/tmp -e /diskl -e /sy s -e /dev \

-e /proc O:clientl O:client2

Write the following script for client 2:

#! /bin/sh
<PATH>/storeBackup.pl -s / -b /net/server/diskl -S client 2\
-I /tmp/storeBackup.log -e /tmp -e /var/tmp -e /diskl -e /sy s -e /dev \

-e /proc O:server O:clientl

5.6 Example 5, different keepTimes for some directories

You can do this very easy and obvious with the following (fritva previous examples) known trick. Lets say you
want to keep your backup for 60 days and all files in the dimgctootimportant” for only 7 days.

Simply make two backups, one witkkeepAll 60d and exclude directory “notimportant”. Make the second
backup with--keepAll 7d  for the missing directory. Like described in Example 3, teezrelationship between
the backups. So, if you move or copy a file between “notimputtand the rest of your saved directories, you
will not use additional space for the file.

49



5.7 Example 6, using lateLinks

After reading the previous example, it should not be a pmkigr you to understand how to configure multiple
source directories (see example 2) and how to configure tnkdsg between to backup (see examples 3 and 4).
I now assume, that you generate a configuration file with

# storeBackup.pl -g stbu.conf

e Configure storeBackup to make a backup to you backup dingetafNFS. You configure all options in the
configuration filestbu.conf  and you set among others:

lateLinks = yes
lateCompress = yes
doNotDelete = yes

If you have a high bandwidth, there is no need to set lateCesagpioyes . Because ofloNotDelete =
yes you will not have to wait for the deletion of old backups.

e Make your backup(s). (Like always, the very first backup Ww#l slow.) You do not have to do anything
more from your client (NFS client) side.

e Start (via cron) on the server (NFS server = backup server):

storeBackupUpdateBackup.pl -f stbu.conf -b <backupDirDi >\
-I /tmp/stbuUpdate.log

Where you have to sdfackupDirDir  in the command above to the saeeation you specified in the
configuration file of storeBackup.pl. If it's the same pathtba client and on the server, you don’t have to
overwrite it (you don’t have to specify it on the command lofestoreBackupUpdateBackup.pl). (You can
read more about configuration files and command line optiossdétion 4.15.1.)

e Start (via cron) on the server:

storeBackupDel.pl -f <cfl> -b <backupDirDir> \
--unset doNotDelete

This will overwrite (unset) also the doNotDelete flag in tlimfiguration file.

You can also make the very first backup with the lateLinksaps$iet. Naturally, you have to run storeBackupUp-
dateBackup.pl to get a complete backup.

6 FAQ, Frequently asked Questions

1 I don't want to compress any file

2 Where is the GUI?

3 | do not need that lateLinks stuff

4 Making a remote Backup with SSH (no NFS)

5 I like this blocked file stuff and want to use it for all filegjigier than 50 MB
6 How do | make a full backup of my GNU/Linux machine?

* % * * %

FAQ 1 | don’'t want to compress any file
I don't want to compress any file in the backup. How can | conghis?
When configuring storeBackup.pl, set option exceptSuffix‘tpwhich is the pattern for “match everything”.

* % * * %

FAQ 2 Where is the GUI?
Why storeBackup does not support any gui (graphical userfatte)?
There are several reasons, why storeBackup is commandrlirend
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o If it's possible, you should make your backups on a regulardaa an automatism, eg. via cron.

e If you run storeBackup on a server, there probably is no guithihk about the dependencies to different
versions of gui libraries.

o If you want to restore data to a somehow corrupted systerhaperthe gui (if you had one running) does
not start any more. Thenit's fine to have a tool, which you ¢art §om any command line or recovery CD.
It also makes sense, to let storeBackup itself be part ofdlokup, see example 2.

* % * * %

FAQ 3 | do not need that lateLinks stuff

I only want to make my backup to an external usb drive and deaitt to use this new option “lateLinks”. How
can | do this?

Have a look at Example 1. You don’t have to care about thisHsigphisticated option” (and storeBackupUpdate-
Backup.pl) if you do not use option lateLinks.

* % % % %

FAQ 4 Making a remote Backup with SSH (no NFS)

Under GNU/Linux, it is also possible to back up data over akl $8nnection. This has the advantage that no
separate network file system has to be configured (as it isatbeefor NFS).

In order to mount the target directory, the sshfs programas used. It is shipped with most distributions, but

can also be obtained from http://fuse.sourceforge.gggsme.
The command to mount the remote directory /var/backup owcdngputer chronos as user “backup” to the target
directory /mnt/target is:

# sshfs backup@chronos:/var/backup /mnt/target
Now storeBackup.pl only has to be configured to place thedgaok/mnt/target . After the backup, the target
directory can be unmounted wiftisermount -u /mnt/target

SPEEDING UP AREMOTE BACKUP OVER SSHFS

sshfs uses an individual network request for each individaedlink that has to be set and for each single file that
has to be deleted. Since the latency for any network opereatigenerally several magnitudes larger than for any
local operation, backing up to a remote system can theré®kery slow even if the network bandwith is as high
as for a local harddisk.

For this reason, it is strongly recommended to use the laksland doNotDelete options for remote backups.
Their usage allows to perform the hardlinking and deletiperations on the remote system only and generally
speeds up backups by a factor of 10 to 75, depending on theramiozhanged data and the latency of the network.
The general procedure is as follows:

1. Mount remote system:
# sshfs backup@chronos:/var/backup /mnt/target
2. Do the backup:

# storeBackup.pl --backupDir /mnt/target --lateLinks \
--doNotDelete [other options]

3. Unmount remote system:
# fusermount -u /mnt/target
4. Set hardlinks on remote system:

# ssh -T -l backup ebox.rath.org \
'storeBackupUpdateBackup.pl --backupDir /var/backup’

8http://fuse.sourceforge.net/sshfs.html
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5. Delete old backups on remote system:

# ssh -T -l backup chronos \
"storeBackupDel.pl --backupDir /var/backup [other optio nsJ"

Note that this requires that storeBackup is also installethe remote system.

* % * * %

FAQ 5 1 like this blocked file stuff and want to use it for all file s bigger than 50 MB
To archive the desired result, simply set:

checkBlocksSuffix = . *
checkBlocksMinSize = 50M

This configuration will use blocked files for all file with a sinf 50 megabyte or more. If you want another size
than 50 megabyte, eg. 800 kilobyte, set the valuehetkBlocksMinSize  to 800k.

Explanation for the expertstoreBackup.pl will generate an internal rule from the qqunation above:
‘$file =" /. *$/ and '$size >= 52428800’

You can also directly use the following rule:

‘$size >= &:SIZE("50M")

to get the same result.

* % * * %

FAQ 6 How do | make a full backup of my GNU/Linux machine?
First of all, generate a configuration file:

storeBackup.pl -g completeLinux.conf

Open the configuration file with an editor of your choice ant @ following parameters:
sourceDir = /

SetsourceDir to/, so the whole file system will be saved.

backupDir=/media/drive

Here, | assume your attached hard disk for the backup uskgmeadia/drive . You have to change this if it's
mounted elsewhere. Naturally, you also can save your baodgpon an nfs mount. If you do so, you can find an
explanation how to a remote file system via nfs in section Z.1B you make a backup via nfs, you should read
section 4.15.5.

Next, configure the directories you do not want to backup. ‘Aeho includebackupDir in this list to avoid
recursion.

exceptDirs= tmp var/tmp proc sys media

If there a other directories you do not want to save (eg. nfemtexd home directories), include them into this list.

Now let’s say you also want to exclude the contents of all othesctories calledmp or temp (upper or lower
case) anywhere in the file system. So add:

exceptRule= '$file =" m#/te?mp/#i’

To avoid cached files, add all directories witithe in their names (upper or lower case) to that list. Change the
line above to:

exceptRule= '$file =" m#/te?mp/#i’ or '$file =~ m#cache. * [Hi’

But now there have the risk, that perhaps some importantdiesiot saved because the are stored in a directory
called/tmp/ , temp/ or a directory with egCache in its name.
So write all files excluded because of rebeeptRule  in a file to check these names after the backup:
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writeExcludeLog=yes

In every backup, there will be a file callestoreBackup.notSaved.bz2 listing all these files.
To copy all file types, expecially block and character devicddev , set:

cplsGnu=yes
For making a full backup, you also have to store the boot seditake the directorybackup and locate the
following script (pre.sh ) in that directory:

#! /bin/sh

rm -f /backup/MBR.copy
# copy the boot loader
dd if=/dev/sda of=/backup/MBR.copy bs=512 count=1 > /dev/ null 2>&1

# copy back with:
# dd if=/backup/MBR.copy of=/dev/sda bs=512 count=1

Set the permissions:

chmod 755 /backup/pre.sh

To call the script, sgirecommand in the configuration file:
precommand = /backup/pre.sh

To see that something is happening during the backup, set:

progressReport = 2000
printDepth = yes

Look at thekeep * option and set the appropriate values andaggtile  to a useful value for you.
Also set the other options to values that fit to your need.

As always, the first backup will take some time because oixating all the md5 sums and especially because of
file compression. The next backups will be much faster.
After making your backup, you should control which files weotin the backup because of optierceptRule

7 Change Log

version 1.0
first official release

version 1.1 2002.05.18
statistical output 'over all files/sec’ was unclear
changed to:

over all files/sec (real time) =
over all files/sec (CPU time) =

CPU usage =
versions are now (overall checksum):
storeBackup.pl -V => 1.3461
storeBackupls.pl -V => 1.2583

storeBackupVersions.pl -V => 1.4313
storeBackupRecover.pl -V => 1.4992

version 1.2 2002.05.19

storeBackup.pl:

with option --exceptDirs you can also use wildcards
added option --contExceptDirsErr
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storeBackupRecover.pl:

if you extract a directory (eg. abc) and there exists another

directory with a name with the same beginning (eg. abcd), thi S
one will also be extracted -> corrected

versions are now (overall checksum):
storeBackup.pl -V => 1.3471
storeBackupls.pl -V => 1.2583
storeBackupVersions.pl -V => 1.4313
storeBackupRecover.pl -V => 1.5145

version 1.3 2002.05.22

all programs:

the usage of the programms with sensless list parameters
(like  =.h) was ignored -- now an error message is produced

storeBackupVersions.pl:
improved performance, checks same inodes before calculati ng
md5 sums

storeBackup.pl:

when the time for backup was < 1 sec, a division by zero could ha ppen
(thanks to Joerg Paysen for the report)

added --keepMinNumberAfterLastOfDay (instead of replaci ng --keepMinNumber)

versions are now (overall checksum):
storeBackup.pl -V => 1.3491
storeBackupls.pl -V => 1.2583
storeBackupVersions.pl -V => 1.4483
storeBackupRecover.pl -V => 1.5159

version 1.4 2002.05.27
all programs:
support recovering of hard links in the source tree of storeB ackup.pl

storeBackupRecover.pl
fixed some little bugs introduced in version 1.2

storeBackupConvertBackup.pl

new program to convert old backup directories (target) to th e new
format of .md5CheckSums|[.bz2]

YOU HAVE TO CALL IT, IF YOU WANT TO USE VERSION 1.4 WITH OLD BAEK!

versions are now (overall checksum):

storeBackup.pl -V => 1.3568
storeBackupls.pl -V => 1.2583
storeBackupVersions.pl -V => 1.4775

storeBackupRecover.pl -V => 1.4073

storeBackupConvertBackup.pl -V => 1.9776

version 1.5 2002.05.28
storeBackup.pl
better statistics about freed/used space on disk

versions are now (overall checksum):

storeBackup.pl -V => 1.3606
storeBackupls.pl -V => 1.2583
storeBackupVersions.pl -V => 1.4775

storeBackupRecover.pl -V => 1.4073
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storeBackupConvertBackup.pl -V => 1.9776

version 1.6 2002.06.10
storeBackupVersions.pl
added flags:

--showAll (same as all below)

--size (shows size of found files)

--uid (show also uid of source file)

--gid (show also gid of source file)

--mode (show also mode of source file)
--ctime (show also creation time of source file)
--mtime (show also modify time of source file)
storeBackup.pl

added weekday to INFO output in log file when deleting old dir
via parameter --keepOnlyLastOfDay

ROADMAP is actualized

versions are now (overall checksum):

storeBackup.pl -V => 1.3617
storeBackupls.pl -V => 1.2583
storeBackupVersions.pl -V => 1.4401

storeBackupRecover.pl -V => 1.4073

storeBackupConvertBackup.pl -V => 1.9776

version 1.7 2002.07.2

storeBackup.pl

added flag --ignoreReadError

added flags --file, --generate, --print: you can now use a

configuration file instead of putting all in command line op tions

versions are now (overall checksum):

storeBackup.pl -V => 1.2871
storeBackupls.pl -V => 1.2972
storeBackupVersions.pl -V => 1.3795

storeBackupRecover.pl -V => 1.3280

storeBackupConvertBackup.pl -V => 2.0308

version 1.8 2002.08.17

storeBackupConvertBackup.pl

updated program to convert old backup directories (target) to the new
format of .md5CheckSums[.bz2] and .md5CheckSums.info

YOU HAVE TO CALL IT, IF YOU WANT TO USE VERSION 1.7 WITH OLD BAEK!
see file bin/_ATTENTION_ for detailed information

storeBackupls.pl
added option -v for verbose information

storeBackup.pl
- correction of minor errors
- added list parameter(s) otherBackupDirs
allows you to hard link to older trees from the same backup

allows you to hard link to backup trees of another backup seri es
This gives you the possiblity to share data via hard link betw een
independent backups. See README file for more information ( search

for ’otherBackupDirs’).

storeBackupVersion.pl + storeBackupRecover.pl
- compatible with new file format
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version 1.8.1 2002.08.19

Error fixing:

storeBackup.pl

- didn’t build dbm(filename) correctly when first backup wi th
otherBackupDirs

- pattern for recognizing of relative part of backup path did not
work with some strange path names, pattern replaced with sub str
and length

- if the directory to backup was empty, then no .md5CheckSum. bz2

was created

version 1.9 2002.08.26

storeBackup.pl

- new option --chmodMD5File

- total internal replacement for handling --onlyMD5Check
is now handled in ::buildDBMs -> nearly as fast as without
--onlyMD5Check

- new option --printDepth

- options --onlyMD5Check and --onlyMD5CheckOn are now only needed
if hard linking with other backups (see otherBackupDirs)

version 1.9.1 2002.08.31

storeBackup.pl

- performance improvement when copying small files (< 100KB )

- error fix: --onlyMD5Check was not as fast as described in vl .9
du to an error when making the package (but fortunately the
correct version was in my backup)

versions are now (overall checksum):

storeBackup.pl -V => 1.3138
storeBackupls.pl -V => 1.2626
storeBackupVersions.pl -V => 1.4091

storeBackupRecover.pl -V => 1.3454

storeBackupConvertBackup.pl -V => 2.0844

version 1.10 2002.10.20

storeBackup.pl

- options --onlyMD5Check and --onlyMD5CheckOn are now obso lete
storeBackup decides itself, if the functionality is needed

- you do not have to worry when using 'otherBackupDirs’ if it’ s not
yet ready. this is recognized automatically

- added options --withUserGroupStat --userGroupStatFile

versions are now (overall checksum):

storeBackup.pl -V => 1.3325
storeBackupls.pl -V => 1.2966
storeBackupVersions.pl -V => 1.4295

storeBackupRecover.pl -V => 1.3709

storeBackupConvertBackup.pl -V => 2.0844

version 1.10.1 2002.10.27

storeBackup.pl + storeBackupRecover.pl

- replaced syscall Ichown with fork-exec chown
because of error messages with perl 5.8 (SUSE 8.1)

versions are now (overall checksum):
storeBackup.pl -V => 1.3334
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storeBackupls.pl -V => 1.2966
storeBackupVersions.pl -V => 1.4295
storeBackupRecover.pl -V => 1.3722
storeBackupConvertBackup.pl -V => 2.0844

version 1.11 2003.03.05

storeBackup.pl

- --exceptSuffix: removed '.bmp’, added ’.pgp’

- changed default of parameter --logFile

- new parameters:
--plusLogStdout, --savelogs, --compressWith,
--loginBackupDir, --compressLogInBackupDir,
--loginBackupDirFileName

- if called with parameter -f ... --print then
evaluation of wildcards is performed

- correction of litte faults

versions are now (overall checksum):

storeBackup.pl -V => 1.3435
storeBackupls.pl -V => 1.3152
storeBackupVersions.pl -V => 1.4406

storeBackupRecover.pl -V => 1.3862

storeBackupConvertBackup.pl -V => 2.0844

version 1.12 2003.04.16

storeBackup.pl

- exception list was not taken into account when checking
collisions from options of -t and -s

- added parameter --copyBWLimit (uses rsync for copying)

- in some cases internal linkage of duplicated files did not
working

- added parameter --postcommand

- added statistical output for used length of queues

versions are now (overall checksum):

storeBackup.pl -V => 1.3537
storeBackupls.pl -V => 1.3322
storeBackupVersions.pl -V => 1.4518
storeBackupRecover.pl -V => 1.4001
storeBackupConvertBackup.pl -V => 2.0844
It -v => 1.4294
multitail.pl -V => 1.4555

version 1.12.1 2003.05.01

storeBackup.pl

- When copying files < 100 KB into the backup, owner and permis
were not set correctly. When hard linking in the next backup,
was corrected. -> Error fixed

- When problems with forking cp or the compression program oc
this was not handled correctly.

versions are now (overall checksum):

storeBackup.pl -V => 1.3545
storeBackupls.pl -V => 1.3322
storeBackupVersions.pl -V => 1.4518
storeBackupRecover.pl -V => 1.4001
storeBackupConvertBackup.pl -V => 2.0844

It -v => 1.4294
multitail.pl -V => 1.4555
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version 1.12.2 2003.05.18

storeBackup.pl

- When copying files < 100 KB into the backup, sometimes the
storeBackup internal scheduler slows down the backup -> fix

- Files with size zero where not handled correctly -> fixed

Some complicated if cases where not covered -> fixed

better internal documentation

granularity of the internal scheduler is now finer, prog sh

about 5% faster

- added /etc/cron.daily/storebackup from Arthur Korn for D

versions are now (overall checksum):

storeBackup.pl -V => 1.3554
storeBackupls.pl -V => 1.3322
storeBackupVersions.pl -V => 1.4518
storeBackupRecover.pl -V => 1.4001
storeBackupConvertBackup.pl -V => 2.0844
It -v => 1.4294
multitail.pl -V => 1.4555

version 1.13 2003.07.28
- BSD is now supported

storeBackup.pl

- Many new options for managing old backups. New/changed par
--noDelete changed to --doNotDelete
--keepAll can now handle the ’archive flag’
--keepWeekDay can now handle the ’archive flag’
--keepFirstOfYear is new
--keepLastOfYear is new
--keepFirstOfMonth is new
--keepLastOfMonth is new
--firstDayOfWeek is new
--keepFirstOfWeek is new
--keepLastOfWeek is new
--keepOnlyLastOfDay changed to --keepDuplicate
--keepMaxNumber is new
--keepMinNumberAfterLastOfDay has gone

- Correct error message if you do not have permission to read a
file (not being root).

- Option --exceptDirs only worked correct when storeBackup
started in the source directory (sourceDir)

storeBackupDel.pl

- new programm to only delete old backups with the flags descr
above at storeBackup.pl

versions are now (overall checksum):

storeBackup.pl -V => 1.3664
storeBackupls.pl -V => 1.3509
storeBackupVersions.pl -V => 1.3765
storeBackupRecover.pl -V => 1.4154
storeBackupConvertBackup.pl -V => 2.0844
storeBackupDel.pl -V => 1.3606
It -v => 1.2222
multitail.pl -V => 1.4555

version 1.14 2003.08.26
storeBackup.pl
- most parts of the statistical output were twice when one ore
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old backups were deleted
- now runs on AIX
- checks, if series has write permissions (better error mess age)
- replace statistic message:
additional used space
with
add. used space in files
storeBackupDel.pl
- can use the config file of storeBackup.pl to operate
storeBackupls.pl
- can use the config file of storeBackup.pl to show analysis o f
livetime of old backups

versions are now (overall checksum):

storeBackup.pl -V => 1.2993
storeBackupls.pl -V => 1.2102
storeBackupVersions.pl -V => 1.2949
storeBackupRecover.pl -V => 1.3134
storeBackupConvertBackup.pl -V => 2.0844
storeBackupDel.pl -V => 1.2795
It -v => 1.2222
multitail.pl -V => 1.4555

version 1.14.1 2003.10.25

storeBackup.pl (fixed)

- in some cases, setuid and setgid were not stored in the backu p

- depending on the kernel version, permissions in the backup were
not set correctly

storeBackupRecover.pl (fixed)

- depending on the kernel version, permissions in the backup were
not set correctly

versions are now (overall checksum):

storeBackup.pl -V => 1.3001
storeBackupls.pl -V => 1.2102
storeBackupVersions.pl -V => 1.2949
storeBackupRecover.pl -V => 1.3147
storeBackupConvertBackup.pl -V => 2.0844
storeBackupDel.pl -V => 1.2795
It -v => 1.2222
multitail.pl -V => 1.4555

version 1.15 2004.02.06
storeBackup.pl
- otherBackupDirs now understands 'from-to’ and ’all’
--includeDirs is new
--exceptPattern is new
--includePattern is new
--resetAtime (in the source directory) is new
- sets atime and mtime in the backup to the same values as in
the source directory

deleting of old backups (storeBackup.pl, storeBackupls.p I,
storeBackupDel.pl)
- fixed bug with options --keepMinNumber and --keepMaxNumb er
- set default value of --keepDuplicate to 7d
- result of checking old log files is now write to logfile
inside of backup (if wanted)

storeBackupRecover.pl
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- restores atime and mtime when restoring backups

It
- output now in format yyyy.mm.dd, no longer in german format

configuration file syntax
- allows now the use of single quotes

storeBackupMount.pl
- pings server, mounts file systems, calls storeBackup and
umounts filesystems

versions are now (overall checksum):

(these values have changed dramatically because | switched from cvs to svn)
storeBackup.pl -V => 157.8243

storeBackupls.pl -V => 96.8069

storeBackupVersions.pl -V => 138.2092

storeBackupRecover.pl -V => 171.4032

storeBackupConvertBackup.pl -V => 178.6868

storeBackupDel.pl -V => 153.4117

storeBackupMount.pl -V => 129.1638

It -v => 103.7589

multitail.pl -V => 62.3245

version 1.15.1 2004.02.08

storeBackup.pl

- fixed a bug when reading the config file
(affecting exceptPattern, includePattern)

- fixed a bug when using ’'sourceDir = /' and exceptPattern
or includePattern

versions are now (overall checksum):

storeBackup.pl -V => 183.5295
storeBackupls.pl -V => 143.9218
storeBackupVersions.pl -V => 171.1896
storeBackupRecover.pl -V => 212.6288
storeBackupConvertBackup.pl -V => 178.6868
storeBackupDel.pl -V => 183.3940
storeBackupMount.pl -V => 170.2637
It -v => 104.0773
multitail.pl -V => 116.9386
version 1.16 2004.02.25

storeBackup.pl

- added parameter --exceptTypes

- store data in dbm files with pack / unpack

- better handling if maximum number of hard links is exceeded

- precommand and postcommand now understand single quotes n ested
in double quotes in the commandline (like ...Pattern)

- storeBackup didn't store the uncompress command correctl y since
version 1.15. This means, that storeBackupRecover could no t

restore the original version. This is because of the missing
option '-d’ in file .md5CheckSums.info. Wrong version:
uncompress=bzip2
but must be
uncompress=bzip2 -d
Change this line with an editor or use the script correct.sh

storeBackupRecover.pl
- storeBackupConvertBackup.pl had a bug, so that storeBack upRecover
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did not work any more. storeBackupRecover is now able to

handle converted backups (again).

versions are now (overall checksum):

storeBackup.pl -V => 183.9252
storeBackupls.pl -V => 144.0733
storeBackupVersions.pl -V => 171.5950
storeBackupRecover.pl -V => 213.5498
storeBackupConvertBackup.pl -V => 178.6868
storeBackupDel.pl -V => 183.7625
storeBackupMount.pl -V => 170.9166
It -v => 104.0773
multitail.pl -V => 116.9386

version 1.16.1 2004.03.07
storeBackup.pl
- better explanations in the configuration file
and for command line options
- better error messages
- option --print did not work for some values
- fixed a bug in the module for reading the
configuration file with keepWeekday
- when printing to a log file and to stdout
simultaneously, a possible error message with exit
is now also printed to stdout
option verbose now has the same effekt as debug=1

versions are now (overall checksum):

storeBackup.pl -V => 184.4928
storeBackupls.pl -V => 144.6597
storeBackupVersions.pl -V => 172.0055
storeBackupRecover.pl -V => 214.0630
storeBackupConvertBackup.pl -V => 178.6868
storeBackupDel.pl -V => 184.5203
storeBackupMount.pl -V => 171.2973
It -v => 104.0773
multitail.pl -V => 117.4461

version 1.16.2 2004.04.04

storeBackup.pl

- exit status is now correct (0) when running successfully

- option --verbose now prints some additionally verbose mes
it is not similar any more to --debug 1

- the log file written into the backup now contains the
"delete old backupevaluation"

- unsupported file type didn’'t generate an error message
instead, the blew up the backup -> corrected

- integer overrun in the statistical output when saving larg
amounts of data is corrected

storeBackup_du.pl added to the package

versions are now (overall checksum):

storeBackup.pl -V => 184.6565
storeBackupls.pl -V => 144.2247
storeBackupVersions.pl -V => 172.0004
storeBackupRecover.pl -V => 214.0566
storeBackupConvertBackup.pl -V => 178.6868
storeBackupDel.pl -V => 184.5157
storeBackupMount.pl -V => 171.2909
It -v => 104.0773
multitail.pl -V => 116.9386
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version 1.17 2004.09.04

storeBackup.pl

- reduced size of temporary berkeley db files
this results in better caching (and therefore better perfor
for backups with many files)

- also print size of the berkely db files into the statistical

- new option --unlockBeforeDel

- various little bug fixes (corrected comments and print out

storeBackupMount.pl

- better exit status, distinguishes between errors in
storeBackup und storeBackupMount

versions are now (overall checksum):

storeBackup.pl -V => 184.9850
storeBackupls.pl -V => 144.6790
storeBackupVersions.pl -V => 173.1101
storeBackupRecover.pl -V => 214.4541
storeBackupConvertBackup.pl -V => 178.6868
storeBackupDel.pl -V => 184.8048
storeBackupMount.pl -V => 171.8483
storeBackup_du.pl -V => 73.0682
It -v => 104.0773
multitail.pl -V => 118.2667
version 1.18 2004.06.03

storeBackup.pl

- minor corrections to statistical output

- fixed a bug with options --includePattern and --exceptPat
There had to be brackets around a logical expression.

storeBackupRecover.pl

- restoring of directories with a round bracket in the name di
work sometimes, fixed

versions are now (overall checksum):

storeBackup.pl -V => 185.0688
storeBackupls.pl -V => 144.6790
storeBackupVersions.pl -V => 173.1101
storeBackupRecover.pl -V => 215.1446
storeBackupConvertBackup.pl -V => 178.6868
storeBackupDel.pl -V => 184.8048
storeBackupMount.pl -V => 171.8483
storeBackup_du.pl -V => 73.0682
It -v => 104.0773
multitail.pl -V => 118.2667

version 1.18.1 2004.06.08

storeBackup.pl

- fixed a silly bug which occured one did not use option progre
versions are now (overall checksum):

storeBackup.pl -V => 185.1527
storeBackupls.pl -V => 144.6790
storeBackupVersions.pl -V => 173.1101
storeBackupRecover.pl -V => 215.1446
storeBackupConvertBackup.pl -V => 178.6868
storeBackupDel.pl -V => 184.8048
storeBackupMount.pl -V => 171.8483
storeBackup_du.pl -V => 73.0682
It -v => 104.0773
multitail.pl -V => 118.2667
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version 1.18.2 2004.06.26

storeBackup.pl

- storeBackup calculated too much md5 sums, corrected

- storeBackup had a dependency with perl versions >= 5.8,
now it does not depend on this new version any more

versions are now (overall checksum):

storeBackup.pl -V => 185.4812
storeBackupls.pl -V => 145.1333
storeBackupVersions.pl -V => 173.1101
storeBackupRecover.pl -V => 215.5421
storeBackupConvertBackup.pl -V => 178.6868
storeBackupDel.pl -V => 185.0938
storeBackupMount.pl -V => 171.8483
storeBackup_du.pl -V => 73.0682
It -v => 104.0773
multitail.pl -V => 118.2667

version 1.18.3 2004.07.06

storeBackup.pl

- much better performance when used with exceptPattern or
includePattern

storeBackupls.pl

- if used with option -f, default is to read the the location
of the backup from the configuration file
this default can be overwritten (if you have different mount
points)

versions are now (overall checksum):

storeBackup.pl -V => 185.8650
storeBackupls.pl -V => 173.5429
storeBackupVersions.pl -V => 173.9271
storeBackupRecover.pl -V => 216.1658
storeBackupConvertBackup.pl -V => 178.6868
storeBackupDel.pl -V => 185.5475
storeBackupMount.pl -V => 172.4720
storeBackup_du.pl -V => 73.0682
It -v => 104.0773
multitail.pl -V => 118.2667

version 1.18.4 2004.07.11

storeBackup.pl

- (much) better performance because of reducing the number o
md5sum calls when using otherBackupDirs

- the very first backup of a backup series did not hard link
to another backup series defined with otherBackupDirs

- some temporary files were not deleted

versions are now (overall checksum):

storeBackup.pl -V => 186.1958
storeBackupls.pl -V => 173.9472
storeBackupVersions.pl -V => 174.1391
storeBackupRecover.pl -V => 216.4308
storeBackupConvertBackup.pl -V => 178.6868
storeBackupDel.pl -V => 185.7402
storeBackupMount.pl -V => 172.4720
storeBackup_du.pl -V => 73.0682
It -v => 104.0773
multitail.pl -V => 118.2667

version 1.19 2005.08.05
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storeBackup.pl
- in some rare cases filenames were stored with a leading slas

in .md5CheckSum. | could not be simulated by me. But the bug

should be fixed.

- some fixes in handling of directory paths

- uid and gid were not set correctly for symbolic links in the
backups (in the files, not the description of the files)

- formatting of file sizes with human readable number (eg. 3.
didn’t work properly in all cases

- check for symbolic links before opening temporary files

- set permissions of backup root directory to 0755
(independent of umask)

storeBackupRecover.pl

- could not restore directory .’ with option -r

- uid and gid were not set correctly for symbolic links when
restoring, instead they were changed in the file where the
symlink pointed to

versions are now (overall checksum):

storeBackup.pl -V => 186.1958
storeBackupls.pl -V => 173.9472
storeBackupVersions.pl -V => 174.1391
storeBackupRecover.pl -V => 216.4308
storeBackupConvertBackup.pl -V => 178.6868
storeBackupDel.pl -V => 185.7402
storeBackupMount.pl -V => 172.4720
storeBackup_du.pl -V => 73.0682
It -v => 107.5789
multitail.pl -V => 118.2667

- changed max args for GNU/Linux to 64 * 1024 because of

possible problems when using multibyte character sets

version 1.19.1 2005.10.08

storeBackup.pl

- reduced the lenght of the command line because of problems
with dual byte characters

- all temporary file names now have a 64 bit random number
all (randomly generated) file names are checked for existen
before used

version 1.19.2 2005.11.13
storeBackup.pl
- when saving with --sourceDir / without using --includeDir
storeBackup calculated useless md5sums

version 2.0 2008.11.09
all programs:
- changed licence to gpl-3
- backup format is compatible to version 1.19,
options  *have changed *
- fixed several bugs
- introduction of lateLinks (this is the major change)
- new options lateLinks, lateCompress
new module for interpreting command line arguments and
configuration file: a combination is now possible
- better support for files > 2GB on 64 bit operating systems
storeBackup.pl, storeBackupDel.pl:
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- arguments in command line can overwrite configuration fil e
- new option keepRelative
- new option deleteNotFinishedDirs
storeBackup.pl:
- rewrite of core engine
- changed algorithm for linking with old backups
- directories specified with exceptDirs will now be created
as empty directories
- new option ignorePerms
- new option cplsGnu (support for special files)
- new option saveRAM (default is now to hold temp. DBs in RAM)
- removal of option exceptDirsSep
- renamed option withTime to suppressTime
- renamed option compressMD5File to doNotCompressMD5File

- exceptPattern has gone, now there is exceptRule (differen t syntax)

- includePattern has gone, now there is includeRule (differ ent syntax)
- new option writeExcludelLog

- setting time on (absolute) symbolic link resulted in setti ng time

in the original file -> corrected

storeBackupUpdateBackup.pl

- new program

- sets links asynchronously after running storeBackup with lateLinks

storeBackupSearch.pl

- new program

- allows searching in backups with a free definition dependi ng on
filename, size, uid, gid, ctime, mtime and file type

8 License

Copyright (C)
Dr. Heinz-Josef Claes (2000-2008) [hjclaes at web.de]
Nikolaus Rath (2008) [Nikolaus at rath.org] (who made sabtal contributions to version 2)

PREAMBLE

The GNU General Public License is a free, copyleft licensesédtware and other kinds of works.

The licenses for most software and other practical worksdasigned to take away your freedom to share and
change the works. By contrast, the GNU General Public Lieésnintended to guarantee your freedom to share
and change all versions of a program—to make sure it remagasbftware for all its users. We, the Free Software
Foundation, use the GNU General Public License for most ofsoftware; it applies also to any other work
released this way by its authors. You can apply it to your o, too.

When we speak of free software, we are referring to freedatrprice. Our General Public Licenses are designed
to make sure that you have the freedom to distribute copifeefkoftware (and charge for them if you wish), that
you receive source code or can get it if you want it, that youaeange the software or use pieces of itin new free
programs, and that you know you can do these things.

To protect your rights, we need to prevent others from denyu these rights or asking you to surrender the
rights. Therefore, you have certain responsibilities ifiystribute copies of the software, or if you modify it:
responsibilities to respect the freedom of others.

For example, if you distribute copies of such a program, Waegratis or for a fee, you must pass on to the
recipients the same freedoms that you received. You muste male that they, too, receive or can get the source
code. And you must show them these terms so they know théitsrig

Developers that use the GNU GPL protect your rights with tteps: (1) assert copyright on the software, and (2)
offer you this License giving you legal permission to copgtiibute and/or modify it.

For the developers’ and authors’ protection, the GPL cfeatplains that there is no warranty for this free software.
For both users’ and authors’ sake, the GPL requires thatfieddiersions be marked as changed, so that their
problems will not be attributed erroneously to authors efus versions.

Some devices are designed to deny users access to instalt anadified versions of the software inside them,
although the manufacturer can do so. This is fundamentatlypatible with the aim of protecting users’ freedom
to change the software. The systematic pattern of such almgses in the area of products for individuals to use,
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which is precisely where it is most unacceptable. Therefwechave designed this version of the GPL to prohibit

the practice for those products. If such problems arisetanhally in other domains, we stand ready to extend this
provision to those domains in future versions of the GPL,eesded to protect the freedom of users.

Finally, every program is threatened constantly by sofengeaitents. States should not allow patents to restrict
development and use of software on general-purpose comsphitg in those that do, we wish to avoid the special

danger that patents applied to a free program could makiedtefely proprietary. To prevent this, the GPL assures

that patents cannot be used to render the program non-free.

The precise terms and conditions for copying, distribuiad modification follow.

TERMS AND CONDITIONS

0. Definitions.
“This License” refers to version 3 of the GNU General Publicdnse.
“Copyright” also means copyright-like laws that apply tbet kinds of works, such as semiconductor masks.

“The Program” refers to any copyrightable work licensedemtiis License. Each licensee is addressed as
“you”. “Licensees” and “recipients” may be individuals aigannizations.

To “modify” a work means to copy from or adapt all or part of therk in a fashion requiring copyright
permission, other than the making of an exact copy. Thetiegulork is called a “modified version” of the
earlier work or a work “based on” the earlier work.

A “covered work” means either the unmodified Program or a vizaréed on the Program.

To “propagate” a work means to do anything with it that, withpermission, would make you directly
or secondarily liable for infringement under applicabl@waght law, except executing it on a computer or
modifying a private copy. Propagation includes copyingtribution (with or without modification), making
available to the public, and in some countries other a@iwias well.

To “convey” a work means any kind of propagation that enabltber parties to make or receive copies.
Mere interaction with a user through a computer networkhwit transfer of a copy, is not conveying.

An interactive user interface displays “Appropriate Leljatices” to the extent that it includes a convenient
and prominently visible feature that (1) displays an appede copyright notice, and (2) tells the user that
there is no warranty for the work (except to the extent thatrargies are provided), that licensees may
convey the work under this License, and how to view a copy isflticense. If the interface presents a list
of user commands or options, such as a menu, a prominentritéme list meets this criterion.

1. Source Code.

The “source code” for a work means the preferred form of thekviar making modifications to it. “Object
code” means any non-source form of a work.

A“Standard Interface” means an interface that either isfcial standard defined by a recognized standards
body, or, in the case of interfaces specified for a partigptagramming language, one that is widely used
among developers working in that language.

The “System Libraries” of an executable work include anythiother than the work as a whole, that (a) is
included in the normal form of packaging a Major Componeut Mhich is not part of that Major Compo-
nent, and (b) serves only to enable use of the work with thgoMaomponent, or to implement a Standard
Interface for which an implementation is available to thélpuin source code form. A “Major Compo-
nent”, in this context, means a major essential componenhé, window system, and so on) of the specific
operating system (if any) on which the executable work rong, compiler used to produce the work, or an
object code interpreter used to run it.

The “Corresponding Source” for a work in object code form neeall the source code needed to generate,
install, and (for an executable work) run the object codetandodify the work, including scripts to control
those activities. However, it does not include the work'st8yn Libraries, or general-purpose tools or
generally available free programs which are used unmodifigeerforming those activities but which are
not part of the work. For example, Corresponding Sourceites interface definition files associated with
source files for the work, and the source code for sharedigszand dynamically linked subprograms that
the work is specifically designed to require, such as by iatendata communication or control flow between
those subprograms and other parts of the work.
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The Corresponding Source need not include anything that «sa regenerate automatically from other
parts of the Corresponding Source.

The Corresponding Source for a work in source code form tsséiae work.

. Basic Permissions.

All rights granted under this License are granted for theatefcopyright on the Program, and are irrevocable
provided the stated conditions are met. This License efiglaffirms your unlimited permission to run the
unmodified Program. The output from running a covered wodoigered by this License only if the output,
given its content, constitutes a covered work. This Licesdaowledges your rights of fair use or other
equivalent, as provided by copyright law.

You may make, run and propagate covered works that you doarsteg, without conditions so long as
your license otherwise remains in force. You may convey mavevorks to others for the sole purpose of
having them make modifications exclusively for you, or pd@/ou with facilities for running those works,
provided that you comply with the terms of this License in\e®ying all material for which you do not
control copyright. Those thus making or running the covesedks for you must do so exclusively on
your behalf, under your direction and control, on terms grahibit them from making any copies of your
copyrighted material outside their relationship with you.

Conveying under any other circumstances is permittedysoteler the conditions stated below. Sublicensing
is not allowed; section 10 makes it unnecessary.

. Protecting Users’ Legal Rights From Anti-Circumventlcaw.

No covered work shall be deemed part of an effective teclyicdd measure under any applicable law
fulfilling obligations under article 11 of the WIPO copyrigheaty adopted on 20 December 1996, or similar
laws prohibiting or restricting circumvention of such meses.

When you convey a covered work, you waive any legal power tbidocircumvention of technological
measures to the extent such circumvention is effected brcisigg rights under this License with respect
to the covered work, and you disclaim any intention to linpecation or modification of the work as a
means of enforcing, against the work’s users, your or thadigs’ legal rights to forbid circumvention of
technological measures.

. Conveying Verbatim Copies.

You may convey verbatim copies of the Program’s source cedea receive it, in any medium, provided

that you conspicuously and appropriately publish on eagly em appropriate copyright notice; keep intact
all notices stating that this License and any non-pernessvms added in accord with section 7 apply to
the code; keep intact all notices of the absence of any wigrrand give all recipients a copy of this License
along with the Program.

You may charge any price or no price for each copy that youegrand you may offer support or warranty
protection for a fee.

. Conveying Modified Source Versions.

You may convey a work based on the Program, or the modificatmproduce it from the Program, in the
form of source code under the terms of section 4, providetyithaalso meet all of these conditions:

(a) The work must carry prominent notices stating that youdlifiexd it, and giving a relevant date.

(b) The work must carry prominent notices stating that ieieased under this License and any conditions
added under section 7. This requirement modifies the regeiné in section 4 to “keep intact all
notices”.

(c) You must license the entire work, as a whole, under thiehse to anyone who comes into possession
of a copy. This License will therefore apply, along with ampphcable section 7 additional terms, to
the whole of the work, and all its parts, regardless of how #we packaged. This License gives no
permission to license the work in any other way, but it dodsmalidate such permission if you have
separately received it.

(d) If the work has interactive user interfaces, each musgildy Appropriate Legal Notices; however, if
the Program has interactive interfaces that do not displayrédpriate Legal Notices, your work need
not make them do so.
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A compilation of a covered work with other separate and irahelent works, which are not by their nature
extensions of the covered work, and which are not combinéditnguch as to form a larger program, in or

on a volume of a storage or distribution medium, is calledaggtegate” if the compilation and its resulting

copyright are not used to limit the access or legal righthefdompilation’s users beyond what the individual
works permit. Inclusion of a covered work in an aggregatesdus cause this License to apply to the other
parts of the aggregate.

. Conveying Non-Source Forms.

You may convey a covered work in object code form under thagseof sections 4 and 5, provided that you
also convey the machine-readable Corresponding Sourcer timel terms of this License, in one of these
ways:

(&) Convey the object code in, or embodied in, a physical peodincluding a physical distribution
medium), accompanied by the Corresponding Source fixed omedbb: physical medium customarily
used for software interchange.

(b) Convey the object code in, or embodied in, a physical peodincluding a physical distribution
medium), accompanied by a written offer, valid for at le&seé years and valid for as long as you
offer spare parts or customer support for that product madejive anyone who possesses the object
code either (1) a copy of the Corresponding Source for alstifevare in the product that is covered
by this License, on a durable physical medium customarigddser software interchange, for a price
no more than your reasonable cost of physically performtingdonveying of source, or (2) access to
copy the Corresponding Source from a network server at nggeha

(c) Convey individual copies of the object code with a copytted written offer to provide the Corre-
sponding Source. This alternative is allowed only occadlgrand noncommercially, and only if you
received the object code with such an offer, in accord wittssation 6b.

(d) Convey the object code by offering access from a desgghpliace (gratis or for a charge), and offer
equivalent access to the Corresponding Source in the saméwaigh the same place at no further
charge. You need not require recipients to copy the Corretipg Source along with the object code.
If the place to copy the object code is a network server, thegsponding Source may be on a different
server (operated by you or a third party) that supports edgit copying facilities, provided you main-
tain clear directions next to the object code saying whefiatbthe Corresponding Source. Regardless
of what server hosts the Corresponding Source, you remdigaddd to ensure that it is available for
as long as needed to satisfy these requirements.

(e) Convey the object code using peer-to-peer transmispiavided you inform other peers where the
object code and Corresponding Source of the work are befegeafto the general public at no charge
under subsection 6d.

A separable portion of the object code, whose source codelsded from the Corresponding Source as a
System Library, need not be included in conveying the olijede work.

A “User Product” is either (1) a “consumer product”, whichans any tangible personal property which is
normally used for personal, family, or household purpose&) anything designed or sold for incorporation
into a dwelling. In determining whether a product is a consuproduct, doubtful cases shall be resolved in
favor of coverage. For a particular product received by &qadar user, “normally used” refers to a typical or
common use of that class of product, regardless of the stéthe particular user or of the way in which the
particular user actually uses, or expects or is expecteddpthe product. A product is a consumer product
regardless of whether the product has substantial comatgralustrial or non-consumer uses, unless such
uses represent the only significant mode of use of the product

“Installation Information” for a User Product means any haets, procedures, authorization keys, or other
information required to install and execute modified versiof a covered work in that User Product from
a modified version of its Corresponding Source. The infoiromathust suffice to ensure that the continued
functioning of the modified object code is in no case prewoténterfered with solely because modification
has been made.

If you convey an object code work under this section in, ohwir specifically for use in, a User Prod-
uct, and the conveying occurs as part of a transaction intwihie right of possession and use of the User
Product is transferred to the recipient in perpetuity orddixed term (regardless of how the transaction is
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characterized), the Corresponding Source conveyed uhidesection must be accompanied by the Installa-
tion Information. But this requirement does not apply ifther you nor any third party retains the ability to
install modified object code on the User Product (for exanthkework has been installed in ROM).

The requirement to provide Installation Information doesinclude a requirement to continue to provide
support service, warranty, or updates for a work that haa bealified or installed by the recipient, or for
the User Product in which it has been modified or installedcess to a network may be denied when the
modification itself materially and adversely affects theigtion of the network or violates the rules and
protocols for communication across the network.

Corresponding Source conveyed, and Installation Infalomatrovided, in accord with this section must be
in a format that is publicly documented (and with an impletagaon available to the public in source code
form), and must require no special password or key for unipgckeading or copying.

. Additional Terms.

“Additional permissions” are terms that supplement thegeof this License by making exceptions from one
or more of its conditions. Additional permissions that goplecable to the entire Program shall be treated as
though they were included in this License, to the extentttiet are valid under applicable law. If additional
permissions apply only to part of the Program, that part neayded separately under those permissions, but
the entire Program remains governed by this License witregérd to the additional permissions.

When you convey a copy of a covered work, you may at your optonove any additional permissions
from that copy, or from any part of it. (Additional permisssmay be written to require their own removal
in certain cases when you modify the work.) You may place tamthl permissions on material, added by
you to a covered work, for which you have or can give appra@icapyright permission.

Notwithstanding any other provision of this License, forteral you add to a covered work, you may (if
authorized by the copyright holders of that material) sepmnt the terms of this License with terms:

(a) Disclaiming warranty or limiting liability differenyl from the terms of sections 15 and 16 of this
License; or

(b) Requiring preservation of specified reasonable leg@te®or author attributions in that material or in
the Appropriate Legal Notices displayed by works contajrinor

(c) Prohibiting misrepresentation of the origin of that er&tl, or requiring that modified versions of such
material be marked in reasonable ways as different from tiginal version; or

(d) Limiting the use for publicity purposes of names of lisers or authors of the material; or

(e) Declining to grant rights under trademark law for use arhe trade names, trademarks, or service
marks; or

(f) Requiring indemnification of licensors and authors afttimaterial by anyone who conveys the material
(or modified versions of it) with contractual assumptiongialility to the recipient, for any liability
that these contractual assumptions directly impose oretlcensors and authors.

All other non-permissive additional terms are considefadher restrictions” within the meaning of section

10. If the Program as you received it, or any part of it, corda notice stating that it is governed by this
License along with a term that is a further restriction, yoaymemove that term. If a license document
contains a further restriction but permits relicensing omweying under this License, you may add to a
covered work material governed by the terms of that licermsiohent, provided that the further restriction
does not survive such relicensing or conveying.

If you add terms to a covered work in accord with this sectymu must place, in the relevant source files, a
statement of the additional terms that apply to those filea,rtice indicating where to find the applicable
terms.

Additional terms, permissive or non-permissive, may btestin the form of a separately written license, or
stated as exceptions; the above requirements apply either w
. Termination.

You may not propagate or modify a covered work except as sgfyrerovided under this License. Any
attempt otherwise to propagate or modify it is void, and @iltomatically terminate your rights under this
License (including any patent licenses granted under iha plaragraph of section 11).
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10.

11.

However, if you cease all violation of this License, then yocense from a particular copyright holder
is reinstated (a) provisionally, unless and until the cagyrholder explicitly and finally terminates your
license, and (b) permanently, if the copyright holder f&lsotify you of the violation by some reasonable
means prior to 60 days after the cessation.

Moreover, your license from a particular copyright holdereinstated permanently if the copyright holder
notifies you of the violation by some reasonable means, ¢hike first time you have received notice of
violation of this License (for any work) from that copyrightlder, and you cure the violation prior to 30
days after your receipt of the notice.

Termination of your rights under this section does not teate the licenses of parties who have received
copies or rights from you under this License. If your rightssé been terminated and not permanently
reinstated, you do not qualify to receive new licenses ferslame material under section 10.

. Acceptance Not Required for Having Copies.

You are not required to accept this License in order to r@ceivrun a copy of the Program. Ancillary
propagation of a covered work occurring solely as a consempief using peer-to-peer transmission to
receive a copy likewise does not require acceptance. Haywewgthing other than this License grants you
permission to propagate or modify any covered work. Theserainfringe copyright if you do not accept
this License. Therefore, by modifying or propagating a cedenork, you indicate your acceptance of this
License to do so.

Automatic Licensing of Downstream Recipients.

Each time you convey a covered work, the recipient autoraliticeceives a license from the original licen-
sors, to run, modify and propagate that work, subject toltliense. You are not responsible for enforcing
compliance by third parties with this License.

An “entity transaction” is a transaction transferring qohbf an organization, or substantially all assets of
one, or subdividing an organization, or merging organirei If propagation of a covered work results from

an entity transaction, each party to that transaction wheives a copy of the work also receives whatever
licenses to the work the party’s predecessor in interestdnacbuld give under the previous paragraph,
plus a right to possession of the Corresponding Source ofititk from the predecessor in interest, if the

predecessor has it or can get it with reasonable efforts.

You may not impose any further restrictions on the exercisthe rights granted or affirmed under this
License. For example, you may not impose a license fee, tyoy@l other charge for exercise of rights
granted under this License, and you may not initiate litayafincluding a cross-claim or counterclaim in a
lawsuit) alleging that any patent claim is infringed by makiusing, selling, offering for sale, or importing
the Program or any portion of it.

Patents.

A “contributor” is a copyright holder who authorizes use anthis License of the Program or a work on
which the Program is based. The work thus licensed is caile@antributor’s “contributor version”.

A contributor’s “essential patent claims” are all patetiicls owned or controlled by the contributor, whether
already acquired or hereafter acquired, that would berigédl by some manner, permitted by this License,
of making, using, or selling its contributor version, butrd include claims that would be infringed only as
a consequence of further modification of the contributosiaer. For purposes of this definition, “control”
includes the right to grant patent sublicenses in a manmesisient with the requirements of this License.

Each contributor grants you a non-exclusive, worldwidgaitty-free patent license under the contributor’s
essential patent claims, to make, use, sell, offer for galeort and otherwise run, modify and propagate the
contents of its contributor version.

In the following three paragraphs, a “patent license” is argress agreement or commitment, however
denominated, not to enforce a patent (such as an expresgpemto practice a patent or covenant not to
sue for patent infringement). To “grant” such a patent lggeto a party means to make such an agreement
or commitment not to enforce a patent against the party.

If you convey a covered work, knowingly relying on a patenehise, and the Corresponding Source of the
work is not available for anyone to copy, free of charge argkeuthe terms of this License, through a publicly
available network server or other readily accessible mehan you must either (1) cause the Corresponding
Source to be so available, or (2) arrange to deprive youddelfie benefit of the patent license for this
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12.

13.

14.

15.

particular work, or (3) arrange, in a manner consistent Withrequirements of this License, to extend the
patent license to downstream recipients. “Knowingly nedyimeans you have actual knowledge that, but
for the patent license, your conveying the covered work iowantry, or your recipient’s use of the covered
work in a country, would infringe one or more identifiable grat in that country that you have reason to
believe are valid.

If, pursuant to or in connection with a single transactioamangement, you convey, or propagate by procur-
ing conveyance of, a covered work, and grant a patent licenseme of the parties receiving the covered
work authorizing them to use, propagate, modify or convepecsic copy of the covered work, then the
patent license you grant is automatically extended to alprents of the covered work and works based on
it.

A patent license is “discriminatory” if it does not includetiin the scope of its coverage, prohibits the
exercise of, or is conditioned on the non-exercise of one arerof the rights that are specifically granted
under this License. You may not convey a covered work if yaiaaparty to an arrangement with a third
party that is in the business of distributing software, urvdeich you make payment to the third party based
on the extent of your activity of conveying the work, and undgich the third party grants, to any of the
parties who would receive the covered work from you, a disicratory patent license (a) in connection with
copies of the covered work conveyed by you (or copies made fhmse copies), or (b) primarily for and
in connection with specific products or compilations thaitain the covered work, unless you entered into
that arrangement, or that patent license was granted,tpri8 March 2007.

Nothing in this License shall be construed as excludingroitiing any implied license or other defenses to
infringement that may otherwise be available to you undefiegable patent law.

No Surrender of Others’ Freedom.

If conditions are imposed on you (whether by court ordereagrent or otherwise) that contradict the con-
ditions of this License, they do not excuse you from the ctiol$ of this License. If you cannot convey
a covered work so as to satisfy simultaneously your obligetunder this License and any other pertinent
obligations, then as a consequence you may not convey it. aFat example, if you agree to terms that
obligate you to collect a royalty for further conveying fréhose to whom you convey the Program, the only
way you could satisfy both those terms and this License wbaldo refrain entirely from conveying the
Program.

Use with the GNU Affero General Public License.

Notwithstanding any other provision of this License, yowdaermission to link or combine any covered
work with a work licensed under version 3 of the GNU Affero @ead Public License into a single combined
work, and to convey the resulting work. The terms of this b will continue to apply to the part which
is the covered work, but the special requirements of the GNfdré General Public License, section 13,
concerning interaction through a network will apply to tlenbination as such.

Revised Versions of this License.

The Free Software Foundation may publish revised and/omeesions of the GNU General Public License
from time to time. Such new versions will be similar in spidtthe present version, but may differ in detalil
to address new problems or concerns.

Each version is given a distinguishing version number. & Brogram specifies that a certain numbered
version of the GNU General Public License “or any later varSiapplies to it, you have the option of
following the terms and conditions either of that numberetsion or of any later version published by the
Free Software Foundation. If the Program does not specifgrsian number of the GNU General Public
License, you may choose any version ever published by the $oéware Foundation.

If the Program specifies that a proxy can decide which futersions of the GNU General Public License
can be used, that proxy’s public statement of acceptance@fsion permanently authorizes you to choose
that version for the Program.

Later license versions may give you additional or diffeqggrmissions. However, no additional obligations
are imposed on any author or copyright holder as a resultaf glooosing to follow a later version.
Disclaimer of Warranty.

THERE IS NO WARRANTY FOR THE PROGRAM, TO THE EXTENT PERMITTEBY APPLICABLE
LAW. EXCEPT WHEN OTHERWISE STATED IN WRITING THE COPYRIGHT BLDERS AND/OR
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16.

17.

OTHER PARTIES PROVIDE THE PROGRAM “AS IS” WITHOUT WARRANTY © ANY KIND, EI-
THER EXPRESSED OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, TH IMPLIED WAR-
RANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR PUROSE. THE ENTIRE
RISK AS TO THE QUALITY AND PERFORMANCE OF THE PROGRAM IS WITH ®U. SHOULD
THE PROGRAM PROVE DEFECTIVE, YOU ASSUME THE COST OF ALL NECEARY SERVIC-
ING, REPAIR OR CORRECTION.

Limitation of Liability.

IN NO EVENT UNLESS REQUIRED BY APPLICABLE LAW OR AGREED TO IN WITING WILL
ANY COPYRIGHT HOLDER, OR ANY OTHER PARTY WHO MODIFIES AND/OREONVEYS THE
PROGRAM AS PERMITTED ABOVE, BE LIABLE TO YOU FOR DAMAGES, INCUDING ANY
GENERAL, SPECIAL, INCIDENTAL OR CONSEQUENTIAL DAMAGES ARBING OUT OF THE USE
OR INABILITY TO USE THE PROGRAM (INCLUDING BUT NOT LIMITED TO LOSS OF DATA
OR DATA BEING RENDERED INACCURATE OR LOSSES SUSTAINED BY YOOR THIRD PAR-
TIES OR A FAILURE OF THE PROGRAM TO OPERATE WITH ANY OTHER PRGXAMS), EVEN IF
SUCH HOLDER OR OTHER PARTY HAS BEEN ADVISED OF THE POSSIBILYTOF SUCH DAM-
AGES.

Interpretation of Sections 15 and 16.

If the disclaimer of warranty and limitation of liability pvided above cannot be given local legal effect
according to their terms, reviewing courts shall apply ldaa that most closely approximates an absolute
waiver of all civil liability in connection with the Prograjunless a warranty or assumption of liability
accompanies a copy of the Program in return for a fee.
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